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FINAL REPORT
on

TRANSIENT INTERACTION OF ELECTROMAGNETIC PULSES IN DIELECTRICS
AND MICROWAYVE BIOPHYSICS

by

Theodore C. Guo and Wendy W. Guo

The Catholic University of America
Washington, D. C. 20064

1. BACKGROUND
~  Due to recent progress in developing equipments that can generate short microwave and
millimeter wave pulses, there has been an increasing proliferation of microwave pulse
transmitters, some with short pulse width (0.1 microsecond) and extremely high intensity
(100-1000 megawatts). Microwave pulse transmitters are used extensively by the military for
communication and remote control; using microwave pulses as directive energy weaponry and as
means of transporting energy has also been contemplated. Electromagnetic pulses (EMP) are
also emitted in nuclear blasts and from EMP simulators. All this production of microwave
pulses affects the operation of military personnel in non-combat environment as well as in
battle fields. Therefore minimizing microwave damage is central to successful operations of all
military units. Understanding basic interactions between microwave pulses and dielectric
materials will contribute greatly to the protecnon of human SUb}CCtS from microwave damagc
and to the development of preventive measure. e 3 R RN

ress s '«*,a’-w—m—

Untl recently most analyses on microwave effects have been based on continuous wave
approach. Recognizing the importance of basic understanding of the interactions between short
radiation pulses and dielectric materials, and its potential application to radiation hazards and
radiation treatment to biological materials, the Walter Reed Army Institute of Research
(WRAIR) started a program at the Catholic University of America (CUA), beginning 6/1/85, to
study the transient interaction of electromagnetic pulses in dielectrics and microwave
biophysics. The program was administrated by the Office of Naval Research (ONR). Originally
the program was intended for three years to end on 5/30/88. However, due to budget
constraint, the third year funds was not provided and the program prematurcly ended on
9/30/87. This document reports the program progress as of the end of funding and constitutes
a final report of the program. The main body of the report provides a progress summary with
technical details given in the appendices which are publication reprints.

2. PROGRAM OBJECTIVES
The long-term objectives of this program are as follows:
2.1. To understand thc basic physics of interaction between microwave radiation pulses and

dielectric materials, including biological systems.
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2.2. To define and derive characteristic physical quantities relating to the absorption and
encrgy conversion of short radiation pulses in dielectric materials, especially water
dominated media, such as biological subjects, and to define biological hazard of microwave
pulses.

2.3. To understand the basic interactions of microwave radiation pulses with biological
subjects, and to understand the mechanisms of secondary interactions resulting from
microwave pulses, to define and to quantify physical and biological parameters of these
interactions with respect to dielectric properties and pulse parameters, such as carrier
frequency, pulse width, and peak power.

2.4. To develop dosimetric techniques and hazard specification that are applicable for transient,
near-field, and high-field regimes, and to develop applications of microwaves, including
imagery and target organ analysis.

3. SCOPE OF WORK
The program consists of the following three subjects:

3.1. Transient Dielectric Relaxation and Absorption

This task is to study the interaction of microwave radiation pulses with dielectrics and
biological systems, and the material response to ultra-short pulses in the transient regime.

3.2. Microwave to Acoustic Energy Conversion Induced by Microwave Pulses

This task is to study mechanisms through which pressure waves may be generated by
microwave pulses, and to derive a relationship between microwave pulses and the
generated pressure waves.

3.3. Microwave Scattering, Inverse Scattering, Dosimetry, and Imagery

This task is to develop non-invasive techniques for dosimetry of dielectric bodies under
microwave exposure, and to develop algorithm for three-dimensional medical imaging using
low-level microwaves.

4. PROJECT PROGRESS

During the first year of this project, research was performed on developing a non-invasive
microwave dosimetry technique, and on continuing previous theoretical studies on transient
dielectric interaction and microwave to acoustic energy conversion. As progress was being
made in WRAIR on the installation of a high-power pulsed microwave generator, our effort in
the second year was focused on developing theoretical basis to support forthcoming experiments
in WRAIR on biological effects of transient and high powcr microwave damage. On the
transient effects, we have developed a theoretical basis for experimental observation of
temporal non-linearity in the transient regime, which may be measurable and applicable to the
experimental setup being planned at WRAIR. On microwave acoustics, we incorporate
electrostrictive effect in the pervious formulation, and established criteria to predict the
dominant mechanism, thermoacoustic or electrostrictive, for generating pressure waves by
microwave pulses.”? On dosimetry, we have a major breakthrough on developing an algorithm
for evaluating the vector fields both inside and outside a three-dimensional body of arbitrary
geometry and dielectric profile.’> We have also developed a formula for computing the vector
fields inside the dielectric body from measurement of scattered fields in a limited region
outside the body. Qur success in developing the non-invasive dosimetry algorithm also led us
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to discover a non-diffractional imagery technique, which may provide images with resolution
limited only by signal-to-noise ratio, and not by wavelength of the probing microwave or by
geometrical configuration of the receiving antenna.

The effort of this program during the two funded years have resulted in publication of six
papers./22456 The following gives a technical summary of the progress and status in each
task of this program. Details of research results are given in the appendices, which are
reprints of our publications.

4.1. Transient Dielectric Response
Theory of Transient Response

Our effort on this subject has been focused on developing theoretical basis to support
forthcoming experiments in WRAIR on nonlinear biological effects of transient and high power
microwave damage. The objective was to devise a theoretical scheme for experiments that are
able to isolate the effects of short and high-intensity microwave pulses from low-intensity
continuous waves (CW) on biological materials. One may directly analyze the materials and
compare the damage between pulse-wave exposure and CW exposure. However, from the
observation of the damage alone, it is not possible to conclude if the observed pulse or
high-intensity effects are direct primary electromagnetic effects or indirect non-electromagnetic
secondary effects that are induced by the microwave pulses. Therefore, instead of directly
analyzing damage to biological materials, we studied the approach of analyzing the pulse
propagation and the field strength of the microwave pulse.

Our previous theoretical studies have shown that, due to a non-steady state and
irreversible process in the transient regime, dielectric relaxation cannot be parameterized by
time-independent parameters, such as the damping coefficient in the transient regime.
However, for experimental and practical purpose, macroscopic parameterization is desirable.
Therefore we propose the following time-dependent model in the transient regime for the
dielectric polarization current, J(t), which is the time-derivative of the dielectric polarization
P(t):74510

z(t)-%{ + IO = g-%—?— (1)

(1) = H()T[1 - exp(-t/11)] 2)

The model was conceived from the reasoning that the damping coefficient vanished initially
and, as molecules approached an equilibrium or a steady state, it gradually increased to a final
value, viz., Debye’s steady-state value. The time it takes to reach the steady-state value is
characterized by 1.; the function H(t) is the Heavyside function which is zero for t<0, 1/2 for
t=0, and 1 for t>0. With this model, it was found that the dielectric is nonlinear in the
transient regime in a way that any frequency component of the the dielectric response may
depend on the action of different frequencies. Thus, given an electric field as an action, then
the dielectric polarization in the frequency regime, P(w), depends on E(w) in the following way:

P(w) = I (0,0 E(0)-de’ 3)

where y(®,w") is the dielectric susceptibility. In mathematical terms, dielectric susceptibility 1s
not diagonal in the frequency regime. This means that, in the time regime, response at a
certain time, t, caused by an action at an earlier time t, does not depend on the difference
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t-t’ only. Therefore, linear superposition of action-response relationship is no longer valid.
This is expected because, in the transient regime, the dielectric is in a non-steady state and
undergoes irreversible processes. We also derived the function y(®,w") from egs. 1 and 2, and
obtained:”4

(0,0) g T o Tionu+t/t)Iint+l) 1
X\, T 2 1, w+H0 THotu+D) T ot/ o) 2o (@-w-inft)(-iot+n+1:/1,)

’

- £ U ) '(-iot+1,/t.) T-iw't+1)
2ni 1, (H0)w-w-i0) TGiot+D) TGHOT+u/.+1)

X sF(i (- w) Ty, -i0+T1/T0, 1; O -0)T+1,-i0 T +T/T+1; 1)

where I is the gamma function and .Fa is the generalized hypergeometric function’’.

There are several experimental indications that electromagnetic pulses with pulse width of
the order of nanoseconds or shorter may produce transient effects in biological materials. One
of these experimental indications concerns the life-times of excited vibrational moces of DNA
chains. Based on the line-widths of vibrational excitations by microwaves observed receitly,
the life-times are of the order of 120 nanoseconds.’?’? The time it takes to reach an
equilibrium state or steady state must be longer than these life-times. Another experimental
evidence of transient phenomenon is the recent observation of time-dependency of dielectric
susceptibility of an inorganic solid under high field.” The observation was derived from
applying electric fields in the range of megavolts per centimeter to thin-film of amorphous
aluminum oxide, ALO;. It was found that the dielectric susceptibility depends on time for as
long as hundred seconds. While the value of 1,, which is the steady-state Debye’s relaxation
time, is known for most dielectrics, the exact values of 1, have never been measured. The
above experimental observations indicate that non-steady state transient regime exists in
dielectrics and it may last longer than the microwave pulse width. Availability of the values of
7; will provide much knowledge on dielectric response to high-intensity short microwave pulses.
Therefore, our research was focused on devising some theoretical base for an experimental
measurement of T, for some materials, especially for solution of biological materials in liquid
water. For dielectrics composed of large molecules, it is expected that 1, will be quite long
comparing to pulse width of existing microwave pulse systems. From the observation of the
excited vibrational modes of DNA chains,/?#? it indicates that 7; must be of the order of 120
nanoseconds or longer. This suggests that transient non-steady state effect may play an
important role in response of DNA solutions to nanosecond microwave pulses.

Experimental Proposal

The above result suggests that any transient effect or high field effect in dielectrics is
expected to produce non-linear harmonic and anharmonic generation in the electromagnetic
spectrum. Conventional non-linear analyses employ network analyzers to study the output
spectrum from dielectric specimens which are exposed to a monochromatic wave; non-linearity
is inferred if harmonic generations are obscrved in the output spectrum. This method cannot
be applied to pulsed fields since the input contains a wide spectrum of frequencies. Therefore
different method must be undertaken to analyze transient effects and high field pulse effects.
To this end, we have found a macroscopic effect of the transient state model that is applicable
to pulse inputs; the effect may also be measurable and applicable to an experimental setup that
has been planned at WRAIR. To briefly summarize, our approach is to analyze the scattering
matrix of a dielectric specimen under an incident pulsewave. The scattering matrix is
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constructed from the measurements of input and output waves and analyzed in the frequency
domain. Transient effects or high-field pulse effects are inferred if the scattering matrix have
off-diagonal elements. This scattering matrix approach appears to be, in a very broad sense,
similar to the inverse scattering approach that we have developed in microwave dosimetry and
imagery. Indeed, all physical techniques which infer the characteristics of unknown objects by
analyzing their action-response data are, in a broad sense, inverse scattering and imagery. The
difference is in the physical characteristics that are being "imaged". In the scattering matrix
approach described here, it is the temporal and spectral dielectric response that is “imaged”,
whereas in conventional imaging, the spatial distribution of some physical characteristics is
imaged.

Data Acquisition
and Data Analyzer

Fast Oscilloscope or
Variable Transient Digitizer
Distance

monopole

) d . waveguide
Microwave --> — L 8

e
il

Biological material in water

i *D
l Distance of microwave path

Figure 1. Sketch of experimental setup to measure the field strength along the path
of a microwave pulse in a solution of a biological material in water.

To describe the scattering matrix approach in more detail, let us consider a
one-dimensional propagation in an experimental setup as illustrated in Figure 1. Take two
points along the propagation path of a microwave pulse, say x; and x,. The material between
these two points may be regarded as the specimen,; the electric field of the microwave pulse at
x; may be considered as an input field to this specimen, and that at x; may be considered as
the output field from the specimen. Both the input field, denoted by %, and output field,
denoted by ), are functions of time. By making time-resolved measurements of these two
functions at a certain sampling rate, one obtains two column vectors in the time domain; these
two vectors may be Fourier-transformed to the frequency space. We shall construct a
scattering matrix from the measurements of a set of input fields and the corresponding set of
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output fields. If there are total of N samples in the time-resolved measurements, then these
two vectors are of N-dimensional. In order to construct the scattering matrix, one must then
prepare N input fields and N output fields. So, measurements of the fields of N pulses must be
made. Let {f.%) and {f<®}, where n = 1, 2, ..., N, be the sets of output vectors and input
vectors, respectively. From these two sets of fields, we may then construct the inpnt matrix
and output matrix as follows: Lining up the N input vectors, f., one by one as columns of a
matrix, one obtairs a square matrix F%, which is the input matrix; similarly, lining up the N
output vectors, f,*), one by one as columns of a matrix, one obtains the output matrix, F.
It can then be proven that the scattering matrix is the product of these two matrices:

S = Fo.[F@, )
The scattering matrix obtained this way has the property that
St = (n=1,...,N). (%)

It is remarked that the N microwave pulses must be linearly independent, viz., the input matrix,
F%, must be non-singular. In other words, the determinant of F¥ must not vanish. Instead
of making measurements on N input pulses, one may alternatively use one single pulse, and
make time resolved measurements at N+1 successive points of equal spacing along the path of
the pulse. Thus, the pulse measured at, say x;, is the output pulse of the previous layer of
material and the input pulse of the next layer of material. Since the dielectric is assumed to
be homogeneous, the layers of material between all successive pairs of points are identical. So,
the pulses at x,;, X2, ..., Xy are N input pulses to the specimen, and the pulses at xz, xj, ...,
Xy.; are corresponding output pulses. Owing to dielectric dispersion and, perhaps, also
transient or other non-linear effects, these N input pulses will be linearly independent, and
may then be used to construct the input matrix.

Based on the transient state model that was discussed earlier (cf. egs. 1-4), we have
studied the properties of the scattering matrix S constructed from the field measurement data
as described in the last paragraph. We found a distinct property which may be used to isolate
transient effect from continuous wave (CW) effect. If there is any transient response in the
biological material, or any dielectric material, between the two points x; and Xz, then the
matrix S will not be diagonal in the frequency domain. Conversely, if there is no transient
effect, then the scattering matrix must be diagonal in the frequency domain. Thus, this
property may be used to isolate transient response from CW effect. This approach is applicable
to the measurement setup planned at WRAIR. While we believe that the basic principle of this
approach is sound, there is still a technical problem that needs further investigation. The
problem concerns the finite sampling rate and finite time duration of measurement. Ideally,
theory requires that infinitely many pulses be measured at both x; and x, and that
measurements be made continuously in time. Finite sampling of measurement on finite number
of pulses will then cause some "spreading” of the diagonal elements of the matrix S into
off-diagonal part, thereby produce some mixing of the CW effect with transient effect. The
effect of this spreading may be treated as a noise in the measurement data. The magnitude of
this noise level remains to be investigated.

The effect of off-diagonal matrix elements in transient response is equivalent to harmonic
generation in non-linear circuit theory. Therefore, the principle of the above approach also
applies to high-field effect, however, there is a problem that needs separate consideration.
Any high-field effect must give rise to a E? dependency in the output fields, therefore, some
normalization method may also be needed on the output fields, as well as the input fields. The
advantage of this method over conventional method of analyzing harmonic generation is that it
is not limited to monochromatic input source; pulse input of arbitrary waveform may be
employed.
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4.2. Stress Waves and Pressure Waves Induced by Microwave Pulses

Acoustic waves generated by pulsed microwaves have been cited as a mechanism for
microwave hearing.”/¢47 More recently it has been demonstrated that acoustic waves are
transduced in dielectric objects simulating the ocular lens when exposed to pulsed
microwaves.”® The effect has also been cited as the operant mechanism for cellular darnage in
studies of the murine ocular lens in vitro.”” Three theories on the microwave auditory
mechanism have been reviewed and compared by Lin,? viz., the radiation pressure theory, the
electrostrictive theory, and the thermoacoustic theory. Among them it was found that only the
thermoacoustic mechanism could produce elastic waves of magnitude large enough to explain the
experimental observations. Comparing to the magnitude of acoustic pressure generated in
typical biological tissues, the electrostrictive effect was found to be about two orders of
magnitude smaller, while the radiation pressure three orders of magnitude smaller./

Previous theories on microwave electrostrictive process and microwave thermoacoustic
process are, however, based on a linear wave equation with a generating function derived from
the microwave pulses. Pressure waves are thereby generated in a way similar to a forced
harmonic oscillator. In the case of the thermoacoustic process, the generating function is
derived from an inhomogeneous heating by the microwaves, whereas in the case of the
electrostrictive process, it is derived from stress due to dielectric polarization.?2,* This
approach fails to consider the proper balance of the distribution of the absorbed microwave
energy among the internal thermal energies and the bulk kinetic energy, and the effect of y
thermal or dielectric discontinuities at medium interface. Also neglected is the coupling
between the thermoacoustic process and electrostrictive process, which may result from
dependency of dielectric permittivity on various thermodynamical coefficients, such as mass
density, temperature, and pressure; the transient effect of ultra-short electromagnetic pulses
may further enhance the electrostrictive effect. We approached these problems by making a
thorough formulation of the coupling of microwave pulses to pressure waves, with particular
emphasis on material discontinuity and electromagnetic transient effect. Elastic wave equations
were then derived for both thermoacoustic and electrostrictive effects, and some models of air-
water system were used to make numerical computation and estimate the generated pressure
waves in water. Contrary to previous theory that thermoacoustic pressuie waves were
generated mainly by inhomogeneous distribution of microwaves in dielectrics,?? it was found
that pressure waves are generated whenever there i~ a discontinuity in thermal or dielectric
parameters in the medium. As to the ratio of electrostrictive effect to thermoacoustic effect,
it depends on the rise time of the microwave pulse, being greater than one for rise time
shorter tha:: a nanosecond, and smaller than one for rise time longer than a nanosecond. This
result is in contrary to previous estimate based on a simpler theory, which gave a ratio of the
order of 102, and independent of the rise time of microwave pulses. T

The following paragraphs provide a summary of our results in thermoacoustic and
electrostrictive effects. Details of the formulation are given in Appendices A, B, and F and
other references cited therein.

Thermoacoustic Effect

Our approach to derive the coupling from microwave pulses to acoustic waves started from
the basic laws of thermodynamics: the conservation of mass, the conservation of momentum, the
conservation of energy, and the thermodynamic equation of state;the thermodynamic equation of
state was represented by the following expression of internal energy in terms of some
thermodynamical coefficients:

dU; = [-C/(pBy) + (1/p)pidvidV-vldp + (C/B,) (K1), dpy (7
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which we derived from the first and second laws of thermodynamics.? In the above equation,
p is the mass density, v is the bulk velocity, p; is the stress tensor, C, and C, are the
specific heats (per unit mass) at constant volume and constant pressure, respectively, B, is the
isobaric thermal expansion coefficient, and (Xr); is the isothermal compressibility tensor. By
mutual substitution among equations representing these laws, one may obtain the wave
equations for any of the thermodynamic quantities. The boundary conditions may be obtained
by first transforming these equations to the Lagrangian specification (in which the boundary
surface is stationary) and then integrating each term across a thin layer of the boundary
interface.®? If the strain tensor is isotropic, one obtains the following wave equation for the
stress tensor, p;:

O (po/PY(CIC,)(xr)iP:pi) - OL(Po/p)(1/p)d;pi)
= a:(p"/p)uj(BP/CP)P] (8)

where C, and C, are the specific heats (per mass) at constant volume and constant pressure,
respectively, {3, the isobaric thermal expansion coefficient, xr the isothermal compressibility, p
the mass density, P the microwave specific absorption rate (SAR), and the subscript , signifies
that the quantity is evaluated at its ambient equilibrium value.

To illustrate the implications of the wave equations and their respective boundary
conditions, we consider a diclectric sphere of radius @ surrounded by air at 1 atmospheric
pressure. A square pulse of microwave of duration T and amplitude P, is incident upon the
sphere. The sphere is assumed to be small so that the microwave absorption exhibits no spatial
variaiion. In the linear approximation, the solutions of pressure waves in the frequency domain

are then:
i - Sl [ ] o
Jo( la)-tmw-m~_10 (kia)
and
P ° ]o(k]ﬂ)'tan(p'—h—:‘rm' jo (ksa)

where j.(x) and ha(x) are, respectively, the spherical Bessel and Hankel functions of the first
kind of order n, the subscripts 1 and 2 label the dielectric and the air media, respectively,
ciz = [C/pCukr])'?, tang = (pc)/(pc):, and P(w) is the Fourier transform of the square pulse
SAR, which is given by:

1 - eior

P((J.)) = -(21‘[)”2 P, m (1 1)

Similar results may also be obtained for the bulk velocity at either side of the interface. The
total acoustic energy coupled into the air may be obtained by calculating the work done by the
dielectric on the air at the interface. To the first order, the result is:

Ewr = 4na%p, [ vi(at)dt = 4ma’p,2m)"” - vi(a,w=0)

oo

@mye A2 p (D - Pa0) (2)
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[

Since Eae = (21)2(4na’/3)p:P(w=0) is the total microwave energy absorbed through the entire
pulse, coupling efficiency of the absorbed microwave energy to the acoustic energy in the air is )
then:

4 4
Nair = m = po[‘_)%;‘]l (13)

Take the dielectric to be water at 30 °C, so B, = 2.8x10% °C/ and C, = 4.186x107 erg/gm-°C.
With the equilibrium pressure of the air, p., being 1 atm = 1.01x10¢ dynes/cm?, the coupling
efficiency is then Na, = 6.7X10° for a sphere of 1 cm diameter.

The minimum pressure amplitude generated in the water may be estimated by the
fundamental harmonic in eq. 9. Taking an optimal pulse width of T = /., it gives a pressure
amplitude of (2a/m)(cB,/C,);P.. Using the values of f, and C, for 30 °C as cited above, a
peak SAR of P, = 15 kW/gm results in a pressure wave of amplitude equal to 0.1 bar in the
water,? which is 10% of the 1nitial ecnilibrium pressure. This fraction of variation in pressure
will also result in at least equal fraction of error in the linear approximation. Similar
calculation was also made for a one-dimensional air-water system.? It was found that,
accounting for only the n = *1 term, a peak SAR of 6.5 kW/gm results in a pressure wave of
amplitude equal to 0.1 bar in the water;? if up to the first 11 terms are included, a peak SAR {
of 4.5 kW/gm suffices to generate pressure waves of such amplitude.

Electrostrictive £ffect

We approached the problem of electrostrictive effect by including, in the equations of
conservation of momentum and conservation of energy, the following electrostrictive tensor:?”

2
o, = %[E - P(S%)r]&'/ - &'EiEJ (14)

The total stress on the dielectric is the sum of material stress and electrostrictive stress:
S = py + Oy (15)

However, it is the material stress p; which is responsible for the material strain, and
therefore accountable in the thermal internal energy. Indeed, in the presence of an

electromagnetic field, the material stress automatically adjusts itself in reaction to the

electrostrictive stress. Therefore, in deriving the equation of state which is represented by an

expression of internal ene-gy in terms of some thermodynamical coefficients (cf. eq. 7), only
the material stress is included. Upon some isotropic assumption, we then derive the following
wave equation for the total stress tensor:’?

; l .. - C 9’ -1 ) Cv ) )
a‘( P ajsl/) al ( B—pﬂ + P ) ( B—p (KT)U a.S,,)
= (g:+gl"_ [poalP+ (E%(Kr)ﬁlalzo -8‘2(9‘8%‘2_)]

where the subscript o signifies that the quantity is evaluated at its ambient equilibrium value,
and ¢ is the isotropic clectrostrictive pressure: |

(16) 1
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o = -(%,Li[g-mgg)r]) a7)

For an isotropic dielectric, s; = -s8; and (xr); = X#/3, so Z(xpi (sum over i) is Xy, the
above wave equation is then further reduced to

v (gl (P
- (Rep ) [par o[BG o)

Equation 18 is a typical linear wave equation with the velocity c:

u = (1+§%1/2- (T“pcixr o (l+%1/2~u (19)

where u denotes the acoustic velocity in the dielectrics in the absence of the electromagnetic
waves. The electromagnetic waves change the acoustic velocity through the electrostrictive
pressure ©. To estimate the magnitude of this correction, we consider water at room
temperature as the dielectric, for which B, = 2.8x10# °C?, C, = 4.186x107 erg/gm-°C, p =
1 gm/cm?, and € = 80. We also assume that the dielectric permittivity is linearly proportional
to the mass density, so (de/dp)r = €/p, then eq. 17 gives o = (elEP)/(24n). Assume a plane
electromagnetic wave of intensity I = 1 kW/cm? (which is equivalent to an electric field of
amplitude 2.9x10” volts/m), then its field magnitude is |EI? = 8nl/(cye) = 0.94 erg/cm’, where ¢
is the speed of light in vacuum. Then ¢ = 1 dyne/cm?, and the fractional change to the
acoustic speed is (0f,)/(pC,) = 6.7x10/2, which is insignificant. While the fractional change of
acoustic speed is negligibly small for most dielectrics under currently available microwave
sources, it may be appreciable for some dielectrics under lower frequency electromagnetic
fields.

(18)

As illustrated at the end of the last paragraph, for most dielectrics and for microwave
intensity up to gigawatts/cm?, the term 6/p on both sides of eq. 18 may be neglected. Eq. 18
may then be rewritten as

VZS - ‘Lsz‘a:zS = - %ﬁa,[pap + (&C:B!ET)JB:G - a‘(%Enﬁ. ):I (20)
14 (4

where u = [pCxi/C,}J*? is the speed of sound in the dielectric in the absence of the
electrostrictive force. The three terms inside the brackets on the right hand side are the
generating forces of pressure waves. The first term represents the thermoelastic effect, the
second term is the electrostrictive force, and the third term comes from the electromagnetic
energy of dielectric polarization. The above equation will be our basis for comparing the
relative strength of the three forces on microwave to pressure wave coupling. From the
expression ot these three forces in the above equation, one sees that time variation, namely,
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transient effect, of the microwave pulses has an important effect on the electrostrictive force
and on the polarization energy. Here we may make a preliminary estimation of the relative
sizes of these three coupling forces. First we express them in terms of [El2. Let o be the
attenuation coefficient of microwave intensity as defined by the equation I(x) = Le®. Then
A the first term is p,P = al = (ac\e/8r)ER. If the dielectric permittivity is linear in p, then
(9e/dp)r = €/p, so eq. 17 gives o = (elER)/(24m) and the electrostrictive term gives
[(peC.xn)/(247B,)10dER.  Denote by t, the rise time of a microwave pulse, then dJER ~
1 I[EP?/t..  Thus, the relative magnitudes of the electrostrictive and polarization terms with
respect to the thermoelastic term are, respectively,

Electrostrictive effect QCVKE[E 1
Thermoelastic effect - call, t
21
Polarization effect _ el
- Thermoelastic effect ~ ca t

One sees that the second and the third driving forces may be larger than the thermoelastic
term if the microwave is rapidly modulated, contrary to the estimate by previous theory that
the electrostrictive effect is two orders of magnitude smaller®. For water at 30 °C, p =
1 1 gm/e?, C, = 1.013.C, = 4.186x107 erg/gm°C, xr = 4.46x10"/ cm?/dyne, B, = 2.8x10# °C~,
and, at 3 GHz, oo = 0.88 cm and € = 80. The above ratios are then, respectively:

Electrostrictive effect _0.75 nanosec
Thermoelastic effect - tr
‘ (22)
i Polarization effect _ 0.34 nanosec
[ Thermoelastic effect t,
'

[ One may conclude that, for water, a rise time of 1 nanosecond is the marginal modulation rate,
beyond which the electrostrictive term and the polarization term contribute more to the
pressure waves than the thermoelastic term.

Comparison with Experimental Measurements

Pressure measurements were made at WRAIR in air-water system similar to the models in
our theoretical computation. Pressure waves were measured in both air and saline liquid for
two types of vessels placed in an WR 975 exposure system. The first vessel was ca. one inch
on each side with a 1/8 inch wall thickness. The second vessel was circular in cross section,
one inch in outer diameter, 1/8 inch wall thickness, and made of acrylic plastic. Both were
filled with phosphate buffed saline. These vessels were placed into the WR 975 via the same
waveguide below cut-off window as the actual lenticular exposurc chamber. The two vessels
extended beyond the waveguide to provide a liquid column for coupling of the acoustic wave
into regions where the hydrophone would not be subject to direct influence of the
electromagnetic field. Each vessel was separately matched to the microwave source with the
triple stub tuner. Typical return losses were ca. -15 to -20 dB for either vessel. All liquid
based pressure measurements are expressed in dB relative to 0 dB = 1 micro Pascal, and all air
based pressure measurements are made in dB relative to 0 dB = 20 micro Pascal. Both air and
water pressure measurements were tested for direct electromagnetic field effects. The results
of the measurements appeared to be in agreement with our theoretical calculation.b

e . g ..
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4.3, Microwave Scattering, Inverse Scattering, and Dosimetry

An important practical aspect of microwave biological damage concerns the dosimetry of
microwaves in biological bodies. Biological bodies are complicate dielectric structures and
multiple scattering and reflection from dielectric interfaces often make it impossible to predict
microwave dose distribution in the bodies. Experimental measurements using insertion technique
are used, but the instruments often produce unpredictable disturbances on the electromagnetic
field and thus render the measurements inaccurate. Therefore non-invasive measurement
techniques are much desired. Our effort in this subject has been to develop an inverse
scattering approach to accomplish microwave dosimetry by measuring scattered fields.

There are twe aspects in this subject. One is the determination of scattered fields from
the dielectric profile of a dielectric object, and another concerns the determination of the
electric fields inside the target from measurement of the scattered fields in a limited region
outside the target. Both aspects have been under intensive investigation by many researchers.
On the determination of scattered fields from dielectric profiles of scattering objects, previous
approaches by other investigators included: 1) Born approximation, of which the accuracy was
limited,?® 2) the moment method by Richmond, which applied to only two-dimensional objects,
viz., objects with cylindrical symmetry,”#° and 3) linear parameter technique with moment
method, which approximated the field inside the scatterer by a linear combination of some basis
f functions and then numerically solved the linear coefficients. Therefore our main effort on
this aspect has been to extend Richmond’s moment method to three-dimensional object with
arbitrary geometry and dielectric profile. Our effort has been quite successful. We have
developed the following algorithm to compute the scattered field of arbitrary three-dimensional
dielectric ubjects from their dielectric profile. As to the second problem, viz., determination of
electric fields inside a target from measurement of scattered fields in a limited region outside
the target, it is the problem of inverse scattering, and is also related to microwave imaging;
once the field inside the target is known, one may then obtain a dielectric image in terms of
the profile of dielectric permittivity of the target. On this subject, we also developed two
inverse scattering approaches. The first approach utilizes a method of "soft focusing" of
scattering data to reconstruct qualitative dielectric images with negligible computing time. The
second approach utilizes a method of converting the integral wave equation to matrix equation
and reconstructs images by matrix inversion. This method provides images with resolution
limited only by signal-to-noise ratio and computer power, and not by wavelength. Both
algorithms achieve three-dimensional imaging by measuring scattered waves in the near zone
where the wave structure is correlated to the "depth” of the target.

Microwave Scattering

The objective of this problem was to develop a method to compute scattered microwave
fields from an arbitrary three-dimensional inhomogeneous object. Our approach is to convert
the integral equation into a matrix equation by digitizing the target space and the measurement
space. First, denote by V, the region occupied by the dielectric object, and by V. a region
outside of V, in which scattered fields are measured. We divide both V, and V, into a number
of small cells, say, N cells, and denote by x: and yi, respectively, the centers of the ith cell
in Vo and V.. Let £, be a N-dimensional vector representing the incident field in the N
cells inside the dielectric body V,, and let fo be a N-dimensional vector representing the
scattered fields in the N cells inside the measurement region Va. Then we have developed the
following formula to compute {4/ from the incident field f,:

Ifof9> = Ga(S - Go)If, 0> (23)
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where S, G,, and Gq are, respectively, dielectric profile of the scattering body, Green’s matrix
inside V,, and correlated Green’s matrix between Vq and V,; f,%# is the incident field inside
the target, which is known and readily obtainable in analytic form. Note that, since we are
dealing with vector fields, each element of the N-dimensional vectors is itself a 3-dimensional
vector, and each element of the N x N matrices is a 3 x 3 matrix. Explicitly, the matrix S is
given by:

Si = Elew)-edd  Gic Vo) 24)

As to G, and Ga, we have been successful in developing analytical formulas for these matrices,
and thereby avoided making any Born approximation or linear parameterization. Denoting by
kn the wave number in the background medium, a the radius of a sphere of volume equal to
that of the cells, y. and y;, respectively, the centers of the ith and jth cells inside V,, and
x; the center of the ith cell in V,, the results are, for the matrix G,:

i=j Go)y = T(l + %az gz[e_xp_(g""‘;)] ) (vi, y, < V)
* : (25)
ivi Gy = a PG feosn) - piosin() (i ;€ Vo)

3

1 - + 3 )
KAyeyl T Gy

1
x( T - RAyryT Ry

and, for the correlated matrix Gq between Vq and V,:

L explikalxi-y;l) . R . ,
Golj = aZET Y fcos(haa) - psin(kea)] (% © Va, ¥;< Vo) 26)
1l 1 o YY) .3 3
x( - sy Y T et - aier KXy
ﬂ Details of description of these quantities and derivation of the formulas are given in
Appendix C.

Microwave Dosimetry and Quantitative Microwave Imaging by Matrix Inversion

The Green’s matrix approach described above also allowed us to solve the second aspect
of dosimetry problem, viz., the determination of the electric field inside the target from
i measurement of the scattered field in a limited region outside the target. We have derived the

fellowing equations relating the scattered fields in V., and in Vq to the total fields inside the
L dielectric body, V,:
1 If.9> = G,SIf,> (27)
1 Ifa> = GuSIE,> (28)
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where f, is a N-dimensional vector representing the total fields in the N cells of the dielectric
body. Applying the inverse of Ga to both sides of the second equation and substituting the
result to the first equation, and then adding the incident fields f,/” to both sides, one gets:

If,> = 9> + G,Gallf > (29)

which gives the total field inside the dielectric body in terms of the measured scattered field
in any region, say Va, outside the body. With this formula, we have accomplished the principal
goal of non-invasive dosimetry.

The above approach may also be extended to microwave imaging. Once the field is known
inside the target V,, one may then derive the dielectric profile inside the target. To this end,
we first derived the following relationship:

S[If,> + G,Gqllfs>) = Gallfu> (30)

from which we obtained the dielectric profile inside the target in terms of the scattered field
outside the target:
Z (Ga")ifo(x;)

1
Si = g [e(y)-&a = £0(y) ‘;T; (Go)i(Ga )t (xe) D
J

The above equation gives the dielectric permittivity of the i* cell, Si, in the target in terms
of the scattering fields fq”(x;) in any scattering space, Va, outside the scatterer, and the
incident fields f,? inside the scatterer. The incident fields inside the scatterer, f,/(x;), are
known analytically.

There is still one problem that needs further study. It concerns the data stability of the
inverse of the matrix G,. Qur dosimetry algorithm, as described by the above equation,
requires computation of the inverse of Ge. If this matrix is almost singular, then computation
of its inverse may be unstable with respect to noises and errors in the data of its matrix
elements. Therefore, further effort on non-invasive dosimetry must be focused on developing
techniques to stabilize the inverse of Ga.

Microwave Dosimetry and Qualitative Microwave Imaging by "Soft Focusing"

The objective of inverse scattering is to reconstruct the target from the scattered field.
From Maxwell’s electromagnetic theory, if one knows the scattered field everywhere in space,
the source of the field, which is the induced charge-current distribution in the target, can be
derived completely. However, in practice, one can only measure the scattered field exterior to
the target and only at a limited number of points in space which are often confined in a small
region. The question is then how much information on the scattering target one can infer
based on a limited knowledge of the scattered field. Here we remark that the term "scattering
field" differs from the conventional definition in the sense that it refers to a field anywhere
outside of the target; it does not need to be far away from the target. Indeed, the fields for
image reconstruction must be close to the target in order to contain information on the depth
of the target.
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Our approach to inverse scattering with a limited number of data is to use a soft focusing
technique to focus the scattering data back to the target. Mathematically, soft focusing is
similar to regular focusing of radiation, which we call "hard focusing". In hard focusing, the
substance is some sort of radiation, the tool is a lens, and the focal point is where the
radiation energy converges. In parallel, the substance of soft focusing is a set of information
data, the focusing tool is some algorithm, and the focal point is where the information
consolidates. The soft focusing technique is based on an inverse scattering theorem that we
have formulated:’*!

= f f f [ V-V 2K P) + KA Xila P ldx = I JoEeu(x,) (32)
Vo
where the quantities are defined as below:
c Speed of light in vacuum.
Vv, Space occupied by the target.
Emy Ym Dielectric susceptibility and dielectric permittivity, respectively, of water, which
is the background medium.
X = xx) Dielectric susceptibility of the target.
k. = JE-/c Wave number of the probing microwave in the background medium.
/2w Microwave frequency.
P = P(x) Induced dielectric polarization in the target.
Xn Coordinate of the n* element of the receiving array.
Esean(Xn) Electric field of the scattered wave measured by the n“* element of the

receiving array.
Ja Weighing factor to be applied to the n* element of the array.

A, = Au(x) Vector field that would be produced by a set of current elements equivalent to
the set of weighing factors {J,}.

The theorem described above may be considered as a generalization of Lorentz reciprocity
theorem.?%37¢  So, multiplying the measured scattered field at each of the array element
with a weighing factor, then the sum of the products is c/en times the sum of the integrals of
V-[(1-x/%)P] and [(1-x/%)P] weighted by, respectively, -V-A, and k.?A... The weighing
field Aw is equal to the vector field that would be produced by a set of current distribution
equal to the weighing factors, {J.}, so it is given by:

A = T & (‘3(‘"_";‘“' X j, (32)

The integral on the left hand side of eq. 32 is to integrate cver only the target, therefore it
will not be affected by the values of A, outside the target. This gives us a free hand to
select the weighing factors {J.}. To retrieve dielectric property of the target at a focal point,
say X, one then finds a set of weighing factors {J.} such that the corresponding vector field
A. has a sharp peak at X;, and negligibly small elsewhere inside the target. We have found
that this is possible by selecting the magnitude of the vector J. to be the phase-amplitude
conjugation corresponding to the path from the element x, to the desired focal point, x:

Jax)) = ClXn - Xy l-exp(-iknlXa - X/ 1) (34)
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As to the direction of J,, if only once direction of the scattered field is measured by the array
elements, then J, may be chosen to be in that direction only, so that the sum on the right
hand side of eq. 32 can be calculated from the measured field.

To summarize our approach of soft focusing, one first acquires the scattered fields at
each of the array clements at {x.}, a qualitative dielectric property of the target at any point,
say X, is given by:

Qualitative dielectric property at X; = Z JaEscan(X») (35)

where the magnitude of J. is given by eq. 34, and its direction is taken to be that of the field
being measured. If only one direction, say, y-direction, of Esar is measured, then take J. to
be only in y-direction, so that only the measured part of the field enters the above equation.
The set of factors {J.} works like a synthetic soft lens for focusing the scattering data, and
the weighing field, A.(x), gives the equivalent field pattern of the soft lens. Therefore, the
quality of the soft lens may be evaluated by analyzing the field pattern of A.(x). Note that,
given any lens {J.}, the corresponding field A.(x) will have all sorts of peaks outside some
finite region. These peaks will contribute to the integral on the left hand side of eq. 32
unless they are outside the target. Therefore, some a priori knowledge on the geometrical
extent of the target is a necessary condition of the applicability of the above "soft focusing”
method.

We have made numerical computation and modeling to analyze the sensitivity of the above
"soft focusing" technique. The computation is based on a water-immersed medical imaging
system that we studied for the Walter Reed Army Institute of Research (WRAIR). The
receiving antenna has hexagonal lattice structure with 127 waveguide-fed antenna elements,
each of size 4 mm x 7 mm (see Figures la-Ic of Appendix E or reference 5). The system
operates at 3 GHz in water. These results show a 3 dB focusing resolution of about 5 mm in
the transverse direction, and 11 mm in the longitudinal direction (see Figures 2-5 and Table 1
of Appendix E or reference 5).
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APPENDIX A

DIELECTRIC ACOUSTIC RESPONSE TO MICROWAVE PULSES
THROUGH THERMOACOUSTIC AND ELECTROSTRICTIVE EFFECTS

Theodore C. Guo and Wendy W. Guo
Department of Physics, The Catholic University of America
Washington, D.C. 20064

INTRODUCTION

Acoustic waves generated by pulsed microwaves have been
cited as a mechanism for microwave hearing ([1],(2],(3].
More recently it has been demonstrated that acoustic
waves are transduced in dielectric objects simulating the
ocular lens when exposed to pulsed microwaves [4]. The
effect has also been cited as the operant mechanism for
cellular damage in studies of the murine ocular lens in
vitro [5]. Three theories on the microwave auditory
mechanism have been reviewed and compared by Lin [6],
viz., the radiation pressure theory, the electrostrictive
theory, and the thermoacoustic theory. Among them it was
found that only the thermoacoustic mechanism could
produce elastic waves of magnitude 1large enough to
explain the experimental observations. Comparing to the
magnitude of acoustic pressure generated in typical
biological tissues, the electrostrictive effect was found
to be about two orders of magnitude smaller, while the
radiation pressure three orders of magnitude smaller [7].

Previous theories on microwave electrostrictive process
and microwave thermoacoustic process are based on a
linear wave equation with a generating function derived
from the microwave pulses, Pressure waves are thereby
generated in a way similar to a forced harmonic
oscillator. In the case of the thermoacoustic process,
the generating function is derived from an inhomogeneous
heating by the microwaves, whereas in the case of the
electrostrictive process, it 1is derived from stress due
to dielectric polarization (8],[9]. This approach fails
to consider the proper balance of the distribution of the
absorbed microwave energy among the internal thermal
energies and the bulk kinetic energy, and the effect of
thermal or dielectric discontinuities at medium
interface. Also neglected is the coupling between the
thermoacoustic process and electrostrictive process,
which may result from dependency of dielectric
permittivity on various thermodynamical coefficients,
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such as mass density, temperature, and pressure; this
coupling may further enhance the electrostrictive effect.

Earlier, we have developed a thermodynamiczl formulation
of the process of microwave absorption and its coupling
to the internal thermal energy and mechanical bulk energy
in the dielectrics ([10]. It was shown that acoustic
waves may be generated by microwave pulses if there are
discontinuities in thermodynamical characteristics in the
dielectrics, or discontinuities in microwave absorptions.
Numerical results for a one-dimensional system and a
spherical system with water as the absorbing dielectric
have Dbeen compared consistently with experimental
results, which included measurement of pressure waves in
a cylinder filled with an aqueous solution of
electrolytes exposed to pulsed microwaves and estimation
of the coupling efficiency between the liquid dielectric
and the adjacent air [11]. However, these studies did
not include electrostrictive force in the dielectric and
the dielectric interface. In this paper. we reformulate
the problem to include electrostrictive stress and show
that it may play an important role in the generation of
pressure waves by microwave pulses in dielectrics with
thermal or dielectric discontinuities. We also show
that, in the first-order linear approximation, the effect
of the electrostrictive force on the acoustic velocity is
negligible.

THEORY OF MICROWAVE ACOUSTICS

Our approach to derive the coupling from microwave pulses
to acoustic waves 1s to start from the laws of the
conservation of mass, the conservation of momentum, the
conservation of energy, and the thermodynamic equation of
state. When a dielectric system is exposed to microwave
radiation, microwave energy is absorbed into the
dielectric through the work of the electric field on the
electric polarization: E-dP, which 1is then partially
converted into the internal energy Ur and partially into
the bulk kinetic energy Ux via thermal expansion and
other elastic vibrations. The process is complex and
irreversible; however, we shall assume that the time
domain which concerns us is much greater than the time it
tekes to reach a quasi-steady state and that every
microscopically small part of the system is in local
equilibrium so that thermodynamic variables may be
defined.
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The time domain of our interest is the width of the
microwave pulse, which 1is in the order ot microseconds
and is too short for any heat conducticn and convective
flow to take place. On the other hand, the time cvcle of
electric field is in the range of subnanosecond, which is
much shorter than the time domain of our concern.
Therefore, we may average all variables over a microwave
cycle. The resulting time-average of E-dP gives the
microwave energy absorbed by the dielectric, 8Qr, and the
electrostrictive work on the dielectric, 8We. Thus, the
first law of thermodynamics gives:

80p + 8Wp = d(Ur + Ux) + 8W (1)

where 6W is the mechanical work done by the dielectric;
heat flow by ccnduction and convection have been ignored,
as explained earlier. Denote by p;j; the stress tensor in
the dielectric, and by ©0:; the electrostrictive stress
tensor on the dielectric by the electromagnetic field,
then IIIajpijdV and fjjaj01jdv are, respectively, the
force on the dielectric volume element by the surrounding
body and the force on the element by the electromagnetic
field. The total stress tensor experienced by the
dielectric is then the sum of p;; and G;;, which will be
denoted by s(y:

Siy = DPijy + O1j
If ¢ is the dielectric permittivity, then [12]

E? d
01y = gp l& - P(—a%n]ﬁu - ;%Eigf (2)

Averaging over the microwave cycle, the tewms E;Ej vanish
except for i=j, and the above equation give -:

_ |E|2 -1 _ £ 5 .
I [157: (e p(aph] ﬁ-lEil ]811 (3)

In order to convert eq. (1) into a differential equation
with respect to space and time, we start from a general
form of the equation of conservation. Let g be a
thermocynamic extensive quantity, Sg be the rate of
production of g, which may be due to internal production
or external input, and v be the bulk velocity function,
then the equation of conservation for g is:

154

Reprint from the Annual Report of the 1987 IEEE Conference on Electrical Insulation and Dielectric Phenomena.




’l.!l.l.l....-....'.........-..'-..-'-"-.-..!l!-..----"-"'F-""""-""""F'w'fj"

Dlelectric Acoustic Response to Microwave Pulses T. C. Guo and W, W. Guo
Through Thermoacoustic and Electrostrictive Effects

L dtg + gV-v = §g4 (4)

where we have ignored the second order term v-Vg by
assuming that both g and v are small. The first term on
the left represents the rate of increase of g per unit
volume, and the second term is the rate of outgoing flow
of g. Taking g to be, respectively, the mass density,
the stress tensor s;j, and energy density, eqg. (4) gives

atp + pV-v = 0 (5)
] pPotvy - dys13 = 0 (6)
PIcUr - sy303vy = PpP(xX,t) (N

where P is the specific absorption rate (SAR) of
microwaves, and U; is the internal energy density. Short
of an analytic expression for the internal energy, we
shall express d.U: in terms of empirical coefficients.
In terms of the heat capacities Cp and Cy, isothermal
compressibility tensor (Xr):j, and isobaric thermal
expansion coefficient B,, it may be shown that:

- _[Ce p1131V1]3:P _ Cv [(C-l)IElz]
d.Ur = [Bp + _[.)777 o BP(KT)ijatpij + ¢ _—_STEP

Note that, while the total stress on the dielectric is

Siy = pi1jy + OG;3, it is the material stress p;; which is
responsible for the material strain, and therefore
accountable in the thermal internal energy. Indeed, in

the presence of an electromagnetic field, the material
stress automatically adjusts itself in reaction to the
electrostrictive stress. Therefore, the above equation
does not include O;y. To obtain 9:U: in terms of dc¢s;y,
we replace, in the above equation, p;j; by s;j3;-6;3 and use
eq. (3) for Oij, and replace V-v by -dtp/p. It gives:

- _Co S1193V: _ Cv(Xr) iy
lE1> & _ 08 _E€ 2 (e-1) IE|?
[mnp (£ - (Go)r] Jace + 5" (B4 1730vs + 3 [ 5 ]
Cv [ IBI” o _ 8¢ - —LiE 2 ]
+ p(KT)118t Ten (e P(ap)T ] 8n|Ei| (8)

Egs. (5)-(") are the equations of the system.
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THE LINEAR APPROXIMATION

The above system equations may be mutually substituted to
eliminate the terms involving v and p and thereby yleld a
wave equation for s;j. However, it 1is rather difficult
1 to eliminate the term Z(|E;|29;vy) (summing over i) in
eq. {(8), which is highly anisotropic. One may select a
coordinate system such that |Ej| in all three directions
are equal, but then it will complicate the boundary
conditions. Nevertheless, we shall make a crude
1 approximation that |E;|2=]E|2/3. Then Z(|E;i|23;vi) =
(1/3) |1E)2V.v, which, by eq. (5), is -(1/3)IE|2(3cp/p).
4 With this approximation, the electrostrictive tensor oj;
in eq. (3) becomes isotropic: 6ij = -G-8:3, where G is
the electrostrictive pressure defined as:

- - [1E12 e _ 3¢
¢ - [16” (5 p(ap)T]] (9)

Neglecting terms involving second order products of P,
O:3, |El, and derivatives of all thermal quantities, we
arrive at the following wave equation for the stress
tensor sij:

ai[%ajsij] - at[gg+%]'1[%§(xT),Jat51;] (10)

[ g e g 1o+ [From ] oa - acr [E]]

where the subscript o signifies that the quantity is
evaluated at its ambient equilibrium value. For an
isotropic dielectric, sij; = -88:; and (Xr)iy = ¥r/3, so
Z(Kr)i1 (sum over i) is xr, the above wave equation is
then further reduced to

i vie - [% ¥ %]-1[ p?l“ J.aers (11)

R N R

Equation (11) is a typical linear wave equation with the
velocity

u=[1+‘plg§]:/2[b_g_§K_T]:’2= [1+§%§-]:/z-uo (12)
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where u, denotes the acoustic velocity in the dielectric
in the absence of the electromagnetic waves. To estimate
the magnitude of the change of acoustic velocity by
electrostrictive pressure O, we consider water at room
temperature as the dielectric, for which p = 1 gm/cm?,
Cp = 4.186x107 erg/gm°C, Pp = 2.8x10"% °C-!, and & = 80.
We also assume that the dielectric permittivity is
linearly proportional tc the mass density, so (de/dp)r =
e/p, then eq. (9) gives ¢ = (E[E|?)/(24n). Assume a
plane electromagnetic wave of intensity I = 1 kW/cm?,
then its field magnitude is |[E|? = 8rI/(cVe) =
0.94 erg/cm’, where ¢ 1is the speed of light in vacuum.
Then 6 = 1 dyne/cm?, and the correction term is
(0Bp) /(pCp) = 6.7x10712, which 1is insignificant.

PRESSURE WAVE GENERATION

As illustrated at the end of the last paragraph, for most
dielectrics and for microwave intensity up to
gigawatts/cm?, the term 6/p on both sides of eq. (11) may
be neglected. Fg. (11) may then be rewritten as

2o _ Y a2 _ _ Be [pCvKT] - [(e—l) |E12]
Vés ;;I'a( S Co dc Po P + B;) . oG Ot 81
(13)
where u = ([Cp/pCvkr]l’/? 1is the speed of sound in the

dielectric. The three terms inside the brackets on the
right hand side are the generating forces of pressure
waves. The first term represents the thermoelastic
effect, the second term is the electrostrictive force,
and the third term comes from the electromagnetic energy
of dielectric polarization. We shall compare the sizes
of these three driving forces by expressing them in terms
of B2, Let o be the attenuation coefficient of
microwave intensity as defined by the equation I(x) =
Ioe %%, Then the first term is poP = oI = (acVe/8w) |E|2.
If the dielectric permittivity is 1linear in p, then
(9e/9p)r = &/p, so eq. {9) gives ¢ = (e|E|?)/(24m) and
the electrostrictive term gives [(peCyXr)/(24%Bp)]0: IB|Z.
Denote by t: the rise time of a microwave pulse, then
9 |EI2 ~ |E|2/t;. Thus, the relative magnitudes of these
three terms are, respectively,

.

The first paragraph in this section was inadvertently
missed from the manuscript submitted to CEIDP.
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1 ____pCVKT‘jE._l_ E_L (14)
! 3C(1ﬂp tr' ca tr )

Cne sees that the second and the third driving forces may
be larger than the thermoelastic term if the microwave is
rapidly modulated, contrary to the estimate by previous
theory that the electrostrictive effect is two orders of
magnitude smaller (6]1. For water at 30 °C, p = 1 gm/cm?,
Cp = 4.186x107 erg/gm°C, xr = 4.46x10"!! cm?/dyne, Bp =
2.8x10"% °C!, and, at 3 GHz, o = 0.88 cm™! and € = 80.
The relative magnitudes are, respectively:

91_0.75 nanosec 0.34 nanosec
Cp or ’ tr :

1, (15)
One may conclude that, for water, a rise time of
1 nanosecond is the marginal modulation rate, beyond
which the electrostrictive term and the polarization term
contribute more to the pressure waves than the
H thermoelastic term.

In the absence of the electrostrictive force, the wave
equation for the pressure waves reduces to the one
developed for thermoacoustic process [10,11]. While we
have not yet completed calculations on the pressure waves
generated by the electrostrictive effect, pressure waves
from the thermoacoustic effects have Dbeen reported
{10,11], and measurement on the amplitude and pulse
characteristics have also been made [11]. Contrary to
previous theory that thermoacoustic pressure waves were
generated mainly by inhomogeneous distribution of
microwaves in dielectrics [6], it was found that pressure
waves are generated whenever there is a discontinuity in
thermal or dielectric parameters in the medium.
Equations (10) and (11) also indicate this effect for
electrostrictive pressure waves. wWith an air-water
system and neglecting the electrostrictive force, it was
found that a peak SAR of 4.5 kW/gram sufficed to generate
a pressure wave of peak pressure equivalent to about 10%
of the ambient atmospheric pressure, which is the upper
limit of linear approximation.
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INTRODUCTION

Acoustic waves generated by pulsed microwaves
have been cited as a mechanism for microwave
hearing (1,2,3). More recently it has been
demonstrated that acoustic waves are trans-
duced in dielectric objects simulating the
ocular lens when exposed to pulsed microwaves
(4). The effect has also been cited as the
operant mechanism for cellular damage in

studies of the murine ocular lens in vitro

(5). Three theories on the microwave auditory
mechanism have been reviewed and compared by
Lin (6), viz., the radiation pressure theory,
the electrostrictive theory, and the ther-
moacoustic theory. Among them it was found
that only the thermoacoustic mechanism could
produce elastic waves of magnitude large
enough to explain the experimental observa-

to be about two orders of magnitude smaller,
while the radiation pressure three orders of
magnitude smaller (7).

Previous theories on microwave electrostric-
tive process and microwave thermcacoustic
process are based on a linear wave equation
with a generating function derived from the
microwave pulses. Pressure waves are thereby
generated in a way similar to a forced har-
monic oscillator. In the case of the ther-
moacoustic process, the generating function is
derived from an inhomogeneous heating by the
microwaves, whereas in the case of the elec-
trostrictive process, it 1s derived from
stress due to dielectric polarization (8,9).
This approach fails to consider the proper
balance of the distribution of the absorbed
microwave energy among the internal thermal
energies and the bulk kinetic energy, and the
effect of thermal or dielectric discontinu-
ities at medium interface. Also neglected is
the coupling between the thermoacoustic pro-
cess and electrostrictive process, which may
result from dependency of dielectric permit-
tivity on various thermodynamical coeffi-

the adjacent air (11), However, these studies
did not include electrostrictive force in the
dielectric and the dielectric interface, In
this paper, we reformulate the problem to
include electrostrictive stress and show that
it may play an important role in the genera-
tion of pressure waves by microwave pulses in
dielectrics with thermal or dielectric discon-
tinuities. We also show that, in the first-
order linear approximation, the effect of the
electrostrictive force on the acoustic veloc-
ity is negligible.

THEORY OF MICROWAVE ACOUSTICS

Our approach to derive the coupling from
microwave pulses to acoustic waves is to start
from the laws of the conservation of mass, the
conservation of momentum, the conservation of

r tions. Comparing to the magnitude of acoustic energy, and the thermodynamic equation of
pressure generated in typical Dbiological state. When a dielectric system is exposed to
tissues, the electrostrictive effect was found microwave radiation, microwave energy is

absorbed into the dielectric through the work
of the electric field on the electric polari-
zation: E-dP, which is then partially con-
verted into the internal energy Ur and par-
tially into the bulk kinetic energy Ux via
thermal expansion and other elastic vibra-
tions. The process is complex and irrever-
sible; however, we shall assume Lnat the time
domain which concerns us .s much greater than
the time it takes to reach a quasi-steady
state and that every microscopically small
part of the system is in local equilibrium so
that thermodynamic variables may be defined.

The time domain of our interest is the width
of the microwave pulse, which is in the order
of microseconds and is too short for any heat
conduction and convective flow to take place.
On the other hand, the time cycle of electric
field is in the range of subnanosecond, which
is much shorter than the time domain of our
concern, Therefore, we may average all vari-
ables over a microwave cycle. The resulting
time-average of E-dP gives the microwave
energy absorbed by the dielectric, 8Qs, and
the electrostrictive work on the dielectric,

cients, such as mass density, temperature, and SWp . Thus, the first law of thermodynamics
pressure; this coupling may further enhance gives:
the electrostrictive effect.

8Qp + OWp = d(Up + Ux) + W (1)

Earlier, we have developed a thermodynamical
formulation of the process of microwave ab-
sorption and its coupling to the internal
thermal energy and mechanical bulk energy in
the dielectrics (10). It was shown that
acoustic waves may be generated by microwave
pulses 1if there are discontinuities in ther-
modynamical characteristics in the dielec-
trics, or discontinuities in microwave absorp-
tions. Numerical results for a one-dimen-
sional system and a spherical system with
water as the absorbing dielectric have been
compared consistently with experimental re-
sults, which included measurement of pressure
waves in a cylinder filled with an aqueous
solution of electrolytes exposed to pulsed
microwaves and estimation of the coupling
efficiency between the liquid dielectric and

1

where 8W is the mechanical work done by the
dielectric; heat flow by conduction and con-
vection have been ignored, as explained ear-
lier. Denote by pij the stress tensor in the
dielectric, and by 0O:y the electrostrictive
stress tensor on the dielectrj¢ by the elec-

magnetic field, then Ilzajpxjdv and
II 33061 3dV are, respectively, e force on the

electric volume element by the surrounding
body and the force on the element by the
electromagnetic field. The total stress
tensor experienced by the dielectric is then
the sum of p;j and 6;3, which will be denoted
by sij:

81y = pij + Oi4
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If ¢ is the dielectric permittivity, then (12)
2
gij = % {e - P(g—g)r]51j - g2EiEy (2)

Averaging over the microwave cycle, the terms
EiEj vanish except for i=j, and the above
equation gives:

1|2

2
Gij = [ Ten (€& - P(;%)r ] - §—§IE1Iz ]811 (3)

In order to convert eq. (2) into a differen-
tial equation with respect to space and time,
we start from a general form of the equation
of conservation. let g be a thermodynamic
extensive quantity, Sq be the rate of produc-
tion of g, which may be due to internal pro-
duction or external input, and v be the bulk
velocity function, then the equation of con-
servation for g is:

deg + gV-v = Sg (4)

where we have ignored the second order term
v+Vg by assuming that both g and v are small.
The first term on the left represents the rate
of increase of g per unit volume, and the
second term is the rate of outgoing flow of g.
Taking g to be, respectively, the mass den-
sity, the stress tensor sjj, and energy den-
sity, eq. (5) gives

dep + pV-v = O (5)
potvs - djysi35 = O (6)

potUr - si;0;5Vi pP(x,t) (7

where P is the specific absorption rate (SAR)
of microwaves, and Ur 1s the internal energy
density of the dielectric system.

Equations (5)-(7) all together contain four
unknowns, viz., p, v, s, and Ur. One more
equation is needed to complete the system,
which will be furnished by the thermodynamic
equation of state:

Ur = Uen(p, B+ (31 (5Rt) 1BI2 (8)

where the first term on the right hand side is
the thermodynamical energy, whereas the second
term is the electrical energy in the dielec-
tric that arises from electric polarization.
Since the electric energy density averaged
over a microwave cycle is (1/8r)Re(P-E) =
(1/8rx)Re(e-1) |{E|, € in eq. (8) represents only
the real part of the dielectric permittivity;
the imaginary part of & contributes to pP in
eq. (7), the energy absorption by the dielec-
tric. As there is no analytic expression for
the thermodynamical energy, Uwtn, we shall try
to express it in terms of other empirical
coefficients, such as density p, specific
heats Cvy and Cp, isobaric thermal expansion
coefficient Bp, and isothermal compressibility
tensor (Xr)ij. As a thermodynamical system,
the dielectric has two independent thermody-
namic variables, whigh may be any pair among
the variables p, T, p, and Uen, and all other
variables may be consigered as functions of
the pair. Since p and p are the variables in
eqs. (5)-(7), they are selected as the in-
dependent variables. A differential of Ugn
may be expressed as:

dlU¢n = (BpUtn)pijdp + (BPIJU:n)pdpij (9

It is remarked that, while the total stress on
the dielectric is sijy = pij + 613, it is the
material stress pij which is responsible for
the material strain, and therefore accountable
in the thermal internal energy. Indeed, in
the presence of an electromagnetic field, the
material stress automatically adjusts itself
in reaction to the electrostrictive stress by
the field, therefore, the above equation does
not include ©G;j.

We would like to exgpress the partial deriva-
tives of Uctn with respect to p and piy in
terms of known empirical quantities such as
specific heat and compressibility. Utilizing
the Jacobian method of relating one partial
derivative to another, one may derive from eq.
(9) the following equation:

dtUen = [ - %ﬁ’% + gy ]atp + [ 9%51 ]a:p (10)

where Cvy and Cp are the specific heat (per
mass) at constant velume and constant pres-
sure, respectively; Bp is the isobaric thermal
expansion coefficient, and Xr the isothermal
compressibility. It is straightforward to
generalize the above result to include the
stress tensor. Noting that the sign of pij is
generally defined such that, for an isotropic
case, pij = -p8ij, where p is positive when it
is a pressure, and negative when it is a
tension. Eq. (10) then takes the form:

deUch = —[ %ﬁ; + E%}'g%%i ]Bcp - Eiigililacpij

{11)
where Cp is given by:
= - 1503V
Cp [ d1Utn ]p,v [ 312—67%—- ]p,v
and (Xr)ij is the compressibility tensor

defined as
) _1 v
(krdiy = G [;,—mi IR

In deriving the above equation, we have used
the generalized first law of thermodynamics
for mechanically anisotropic media:

80 = dUcn -E%—‘?J'li—dv.

v

The electromagnetic terms are not included
because the thermodynamical quantities, Cv,
Cp, Bp, and (Kr)ij, are generally measured in
the absence of electromagnetic fields. To
understand the above equation, we consider &Q
as the total heat input to a material element
of unit mass during time dt, during which the

total energy is increased by dU. The total
work done by the element is equal to
-V.(v.p)dt times the volume, 1/p. On the

other hand, from eq. (5), the increment in
volume during dt is dv = d(1l/p) = (1/p)V-vdt.
Therefore the work done associated with a
volume increment dv is -[V-(v-B)/V-v]dV, which
may be separated into two terms:

-(p1393vi/V-v)dV -~ (vidypij/V-v)dV,
of which the second term cancels with the bulk

kinetic energy Ux, so only the first term is
accounted for in the above equation.
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As explained earlier, it 1is the material
stress p;y which 1is responsible for the
material strain, and therefore accountable in
the thermal internal energy Utn. On the other
hand, the acoustic wave equation is the equa-
tion for the total stress sij. To obtain
dtUtn in terms of dc¢sij, we replace, in the
above equation, pij by s:3-6:3; and substitute
(3) for ¢:35. Eq. (11} then gives:

deUtn = - [ %%; + E%;%l!i ]3:p - F—(Kr)xjazsxj

|E|2 9€ IE£123ivi 1.3
+ [ 1ex (€ - 9(33)T ] - gi ——Lv*—-—‘ ] —ig

¢ Frtende [ {E (e - p§0r ) - gRiEa? ]

By eq. (5), the factor V-v in the denominator
may be replaced by -d¢p/p, the above equation
then becomes:

dtUen = - [ %ﬁ; ]BcP + Eilgl!i - %i(KT)ijatSij

2

Cv 1B}2 - 13 - 2
+ goten)1ade [ pep e - p(§RIr 1 - gRlEa? ]

(12)

We may now substitute eq. (12) for the term
Utn in eq. (8) to obtain an expression for
9t U . With some rearrangement of terms, one
obtains:

- [._¢ IEt2 (& _ ,9¢€
de U [ EF? + Tenp [E (35)11 ]a:p

+ Q%Xi51j - Eiigili18:51j

(13)

- 2

+ E%B'IEil281Vx + 8:[15—%%%E1-]

E|? JE 3
B—(Kr)ixat[ Tex e - P(;B)r ] - §il51lz ]

Egqs. (5)-(7) and (13) are the equations of the
system., To summarize, we list these equations
below (summation over repeated indices):

dep + p¥V-v = 0 {14)
pdev: - djy8135 = O (15)
pdeUr - sij93ve = pP(x,t) (16)
- [ _€< |1i:|2 e _
Uy = [ 55% [ (3—)11 ]atp

vy _ Cvixr)y
+ —J—p s1y —Bp——lagsu

(17)
e . (e-1) (|2
* o%p IEg1291vy + ac[———gia———]

2
+ e ade [ o te - p§e ) - gRingz )

3
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THE LINEAR APPROXIMATION

The above system equations may be mutually
substituted to eliminate the terms involving v
and p and thereby yield a wave equation for
Sij. However, it 1s rather difficult to
eliminate the term E(|E;j{2divi) (summing over
i) in egqg., (17), which is highly anisotropic.
One may select a coordinate system such that
|Ef| in all three directions are equal, but
then it will complicate the boundary condi-
tions. Nevertheless, we shall make a crude
approximation  that IE(|2=(E(2/3. Then
E(IEf12dsvs) = (1/3)|E|2V-v, which, by eq.
(14), is -(1/3) [E12 (dep/p). With this approx-
imation, the electrostrictive tensor 6;j; in
eq. (3) becomes isotropic: 613 = -6-8:7, where
o6 is the electrostrictive pressure defined as:

- . |1BI2 (& _ de
6 = [ e (& Pi5p)r | ] (18)

Neglecting terms involving second order pro-
ducts of P, 0613, |El, and derivatives of all
thermal quantities, we arrive at the following
wave equation for the stress tensor sjj:

a;[ bl— 9581 ] - 3:[ %f + g]_l[ %(KT)U%SU]

]‘1 (19)

]

©IQ

- [ %§ +

x [oer + [ Gruenr ] aeto - a2 [(ELIELT]

where the subscript o signifies that the
quantity is evaluated at its ambient equi-
librium value. Faor an isotropic dielectric,
sj3 = -sdiy and (xr)ij = xr/3, so E(xr)is (sum
over i} is xr, the above wave equation is then
further reduced to

SRR e
- [ %ﬁ + % ]:1 (20)
[ poder + [P%’;?]oatzo - s [{e=LIEI? 1]

Equation (20) is a typical linear wave equa-
tion with the velocity

U= [1 + 5—25]1/2[&5_6]3/2 _ [1 + g_gi_Jlm

Uo

(21}

where uo denotes the acoustic velocity in the
dielectric in the absence of the electromag-
netic waves, To estimate the magnitude of the
change of acoustic velocity by electrostric-
tive pressure ¢, we consider water at room
temperature as the dielectric, for which p =
1 gm/em3, Cp = 4.186x107 erg/gm°C, Bp =
2.8x10°* °C-!, and & = 80. We also assume
that the dielectric permittivity is linearly
proportional to the mass density, so (9e/dp)r
= £/p, then eq. (18) gives ¢ = (Elllz)/(24n)
Assume a plane electromagnetic wave of inten-
sit¥ I =1 kW/cm?, then its field magnitude is
IBI2 = 8rI/(cVg) = 0.94 erg/cm?®, where c is
the speed of 1light in vacuum, Then © =
1 dyne/cm?, and the correction term is
(oBp) /(pCp) = 6.7x10°12, which 1is insig-
nificant.
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PRESSURE WAVE GENERATION

As illustrated at the end of the last
paragraph, for most dielectrics and for
microwave intensity up to gigawatts/cm?, the
term o/p on both sides of eq. (20) may be

neglected. Eq. (20) may then be rewritten as

Vis - %7'3128

(22)
= -

e a:[pop + [Egﬁfl]oacc - 3‘[(5_1gkllz]]

where u = [pCvKr/Cpl]l/? is the speed of sound
in the dielectric. The three terms inside the
brackets on the right hand side are the
generating forces of pressure waves, The
first term represents the thermoelastic ef-
fect, the second term is the electrostrictive
force, and the third term comes from the
electromagnetic energy of dielectric polariza-

tion. We shall compare the sizes of these
three driving forces by expressing them in
terms of |E[2, Let & be the attenuation

coefficient of microwave intensity as defined

by the equation I(x) = Ioe %X, Then the first
term is poP = al = (acVe/8%) |E|2. If the
dielectric permittivity is linear in p, then
(ae/ag)T = g/p, so eq. (18) gives c =
(E|E|4)/(24n) and the electrostrictive term
gives [(PECvXr)/(24nBp)10c{E{2. Denote by tr
the rise time of a microwave pulse, then
o |EI12 ~ |E|2/t. Thus, the relative mag-

nitudes of the electrostrictive and polariza-
tion terms with respect to the thermoelastic
term are, respectively,

Electrostrictive effect _ ngKTVc_l_
Thermoelastic effect B 3caB,  t:f
(23)
Polarization effect  _ Ve 1
Thermoelastic effect ca tr*

One sees that the second and the third driving
forces may be larger than the thermoelastic
term if the microwave is rapidly modulated,
contrary to the estimate by previous theory
that the electrostrictive effect was two
orders of magnitude smaller (6). For water at
30 *C, p=1gm/cm3, Cv = 0.987+Cp = 4.132x107
erg/gm*C, Xr = 4.46x10°1! cm?/dyne, Bp =
2.8x10-% *Cc-!, and, at 3 GHz, a = 0.88 cm!
and £ = 80, the above ratios are then, re-
spectively:

Electrostrictive effect 0.75

Thermoelastic effect

nanosec
tr ’
(24)

Polarization effect _ 0.34 nanosec
Thermoelastic effect tr .

One may conclude that, for water, a rise time
of 1 nanosecond is the marginal modulation
rate, beyond which the electrostrictive term
and the polarization term contribute more to
the pressure waves than the thermoelastic
term,

In the absence of the electrostrictive force,
the wave equation for the pressure waves
reduces to the one developed for thermoacous-
tic process (10,11). While we have not yet
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completed calculations ¢n the pressure waves
generated by the electrostrictive effect,
pressure waves from the thermocacoustic effects
have been reported (10,11), and measurement on
the amplitude and pulse characteristics have
also bkecn made (11). Contrary to previous
theory that thermoacoustic pressure waves were
generated mainly by inhomogeneous distribution
of microwaves in dielectrics (6), it was found
that pressure waves are generated whenever
there is a discontinuity in thermal or dielec-
tric parameters in the medium. Equations (19

and (20) also indicate this effect for elec-
trostrictive pressure waves. With an air-
water system and neglecting the electrostric-
tive force, it was found that a peak SAR of
4.5 kW/gram sufficed to generate a pressure
wave of peak pressure 10Y pascal (i.e., 10°
dynes/cm?), which is equivalent to about 10%
of the ambient atmospheric pressure. This
level of peak pressure may be considered as
the upper limit of linear approximation. As
to the ratio of electrostrictive effect to
thermoacoustic effect, it depends on the rise
time of the microwave pulse, being greater
than one for rise time shorter than a nanosec-
ond, and smaller than one for rise time longer
than a nanosecon! This result is in contrary
to previous estimate based on a simpler theo-
ry, which gave a ratio of the order of 10-2,
and independent of the rise time of microwave
pulses.
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ABSTRACT

A formulation for scattering of electromagnetic fields by arbitrary
three-dimensional dielectric objects 1is presented. The formulation also
provides an inverse solution, viz., determination of the dielectric profile of
scatterers through measurement of the scattered fields in a finite region
outside of the target. Uniqueness of the inverse scattering solution is
assured owing to the dissipativity of the propagation medium.

I. INTRODUCTION

Analytic expressions of scattering of electromagnetic fields may be
obtained only 1in simple cases, such as the Mie scattering from a uniform
dielectric sphere,! or scattering from concentric dielectric spheres, which
may be treated as extension of Mie scattering. For arbitrary dielectric
objects, numerical approach must be taken. Even so, there are many
theoretical difficulties which require certain approximation schemes. The
simplest among them is the Born approximation, which takes the first order
term in the expansion of the scattered field by iteration.? A better approach
was developed by Richmond which uses the moment method, 3+ however, it applies
to only two-dimensional objects, viz., objects with cylindrical symmetry. The
moment method has also been used to evaluate the field inside an arbitrary
three-dimensional dielectric body,®'® but it has been found that the numerical
solutions tend to diverge with respect to the subdivision of cells.’ Most
recently, a testing procedure was developed to analyze the numerical stability
and reduce the computation time.® These approaches approximated the field
inside the scatterer by a linear combination of some basis functions and then
numerically solve the linear coefficients. In this paper, we reformulate
Richmond’s moment method in an operator form and extend it to three
dimensions. We then develope a method to calculate the integrals of the
Green’s function 1in analytic form, thereby provide a formula for the
scattering field from three-dimensional scattering objects. The formulation
provides a solution of the field anywhere, inside or outside the scatterer.
Furthermore, 1t may be inverted to provide an inverse scattering formulation,
from which one may develope a formula to obtain the three-dimensional
dielectric profile from the measurement of the scattered field.

II. THE SCATTERING FORMULATION

Consider an arbitrary dielectric body placed in a homogeneous background
medium. Let &n and um denote, respectively, the dielectric permittivity and
the magnetic permeability of the background medium, and let €(x) and u(x)
denote those inside the dielectric object. Thus the quantity &(x)-e&n vanishes
outside the scatterer. We shall limit our scattering problem to non-magnetic
object such that p(x) = pn for all x. Consider now a plane wave incident upon
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the dielectric object. In the absence of free charge and current, the
Maxwell’s equations of the system may be written in the form: M{f> = 0, where
M represents the Maxwell’s differential operators and f the fileld quantities.
The total field may be expressed as the sum of the scattered field and the
incident field: f = f¢5} + f{1)  We also separate the operator M into two
parts: M = My-S, with M, representing the Maxwell'’s operator 1in a homogeneous
background and -S the operator due to excess dlelectric permittivity, €(x)-€n.
Then the Maxwell’s equations may be written as Mn|f'Y)> + Myflel> = g)f>.
Since f'!) satisfies the Maxwell’s equations in the homogeneous medium, so
Mnlf'1'> = 0. The equation then becomes: Mpn|f!®*'> = S|f>. Operating both
sides by the inverse of Mn, denoted by Gm, one then gets:

|£¢2)> = GuS|£>. (1)

It is remarked that the Maxwell’s operator, Mp, in general, has no inverse
because it has a null space. However, we are only concerned with the
scattered waves that contain the factor exp(ikmr), which, owing to a positive
imaginary part of ks, vanishes at infinity faster than any power of r.
Therefore, in the subspace of scattered waves, Mp has an inverse, which is the
Green’s function Gn. Here we also remark that, owing to the existence of the
inverse of the Maxwell’s operator in the dissipative medium, the inverse
scattering problem will have a unique solution.

Thus the scattering problem has been reduced to a source-field problem in
the homogeneous medium, with the source S|f>. Adding [£f‘!'> to both sides of
eq. (1) and rearranging terms, the equation gives (1 - GupS)If> = |f'1) >, or,

|£> = (1 -Gms)-zlf(£)> (2}

Eq. (2) gives the total fileld in terms of the incident field. Specific
expressions of Gn and S depend on the choice of |[f>, which can be a one-
dimensional potential |@¢>, or a three-dimensional electric field |E>, or a
four-dimensional potential JA> = |@,A>. For any choice of |f>, the operators
are derivable from the Maxwell’s equations. Once eq. (1) 1s obtalned, one may
re-factorize the product GmS to any pair of operators, (Gn’,S’), such that
Gn’'S’ = GnS. So, for the case |f> being the electric field |B>, we first
write the Maxwell’s equations in the form: My ’'{f{®*'> = S’|f>, where, in the
Gaussian system of electromagnetic unit, the operators Mm’and S’ are as

follows:
M’ = [V? + ko2 -¥ (3)
’ 1 2
$° = - = (VW + kn -P1ce - en) (4)

where a time-dependency of e {®' has been assumed. From eq. (3) one obtains
the x-representation of the inverse of My’:

_ 1 expliknlx - x') ¢ ()
|

Gm(xrx') = 4“ Ix - x

Since [VV: + kn?-T) commutes with Mp’, it commutes with its inverse, Gn’.
Therefore, from eq. (4), Gm’S’ = [VW- + kn2:Y1Gn'[~(€ - Em)/En]. Defining Gp
as [W- + kn?-¥1Gn’, we may re-factorize Gn’S’ to the product of the following
palr of (Gn,S):
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1 expliknlx - X'|)
Gn(x,X’) = =~ = [V + kp?-¥ 6
n (x,x") T n?-¥] e (6)
- 4
§ = ~=— [e(x) - &n)- (7
€m

The operator S vanishes outside the scatterer and is diagonal in the sense
that S(x,x’) = S(x)8(x-x’). In the next section, we shall convert the above
integral equations to matrix equations by digitizing the operators Gn and S.

III. DIGITIZING THE SCATTERING EQUATION

To calculate the inverse of (1 - GuS) in eq. (2), we divide the space
into small cells so that the integral operators Gn and S may be converted into
matrix operators. We first divide the entire space into subspaces, Vu
(0=0,1,2,...), with V, being the region occupied by the scatterer. We further
divide each of Vg into N small cells, labeled by T3, with j =1, 2, ., N.
Assuming that each cell 7Ty 1s small, the field f'%) and the dielectric
permittivity & inside each cell may be represented by their respective mean
values inside the cells. This means that the dimension of the cells must be
smaller than a fraction, say 1/4, of the electromagnetic wavelength inside the
scattering object. Denoting by x; the center of the cell Ty, eq. (1) may then
be converted into summation of integrals over cells T3 as below:

<x|f!*)> = I [ f <lemlx'>dx'] S(xy)<xy|£> (8)
R A=A

where we have used the diagonality of the operator S; the integral Idx' is
carried over only the space V, since S(x’) vanishes for all x’ outside of V,.

Let fq'%) denote a N-dimensional vector (of which each element is a
3-dimensional electric field) representing the scattered field in the N cells
in the region Ve, and fo and f,!!', respectively, the total field and the

incident field in the N cells in the scattering body V,. Also denote by Gq
and S the N x N square matrices with the matrix elements defined as below:

(Ga) 13 = f G(x;, x’') dx’ with x;€1;cVa (9)
x’' g1V,

-1
Sty - = le(xs) - €Em]-T 814 with xi,5€8%(, 3V, (10)

Then the eq. (8) may be abbreviated as:
[£a(3'> = GoSIfe> (& =0,1,2, ...) (11)
Note that, for S;3, both T; and t; belong to V,, the scattering obiject,
whereas for (Ga):j, Ty belongs to Vo and t; belongs to Va, which may be inside
(1f a=0) or outside (if o#0) the scatterer. Eq. (11) represents the part of
eq. (1) for the subspace Va. For a = 0, we derive the equivalence of eq. (2)
from eq. (11), as we did in deriving eq. (2) from eq. (l1). We get:
1> = (1 - GoS) '|fof1)> (12)
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To get the scattered fileld inside or outside the scatterer, we substitut.
eq. (12) into eq. (11). With some simple manipulaticn, it gives:

1£243)> = Ga(S~ ! - Go)~l|fotl)> (a =0, 1, 2, ...). (13)

The above eqguation gives the scattered field in any region, Ve, in terms of
the incident field and dielectric permittivity inside the scatterer. 1In the
next section, we shall evaluate, in analytic form, the matrix elemen:s of Gq
and G, in eq. (13), which are the integrals G;; defined in eq. (9).

IV. CALCULATION OF THE GREEN’S FUNCTION INTEGRALS

The two matrices, G, and Ga, in eq. (13) are kinetic quantities, in the
sense that they depend only on the background medium. The matrix elements of
these two matrices are defined in eq. (9) as integrals of the Green’s function
over the cells inside V,, and with x; being the center of the cell 1., which
is inside V, for the matrix Go,, or inside Vq for the matrix Ga. To derive the
integrals, one substitutes eq. (6) for the integrand of eg. (9), the latter
then gives:

1 ikml|xs ~ X’ ,
{Ga) 13 = "G [ViVi+ + kn?-¥) exp(l’xml_xer 1) ax (14)
x et v, !

where V; represents the gradient operator with respect to x;. Since x; in the
integrand always comes with x’ in the form cf x;-x’, we may replace V; with
the gradient operator with respect to the vector x;-x.’ Assuming that the
volume of the integral, 1y, 1is sufficiently small such that 1t may be
represented by a sphere of radius a, centered at xj, then the above integral
depends on X;-Xj, a, and kn only. Denoting |x;-x’|] by |X|, the above equation

then gives:
(Gad1y = - 1 f (VY- + kn2-¥) exp(ikn|xl) (15)
an " Ix]
where the origin of the coordinates is x;, and t is a sphere of radiuc a
centered at xj. Since (V? + kn?)-([exp(ikn(X|)/IX|] = -4%8(x), so
1 { .
(Ga)iy = - Ef (VW - fv2) ﬁﬁ%ﬂ;_‘fﬂ_dx + Y-fS(x)dx (16)
T T

The second integral on the right hand side gives unity when the sphere =
includes the origin, i.e., when i=j, and vanishes otherwise. As to the first
integrals, it may be evaluated with the help of the identity, Vg(r) = 2g’(r),
and the generalized Gauss’s theorem, which relates a volume integral to a
surface 1ntegral. The above equation then gives:

d [exp(ikmr)

ar r ) 98

(Ga)ty = 814 - %E § (az - ¥a.2) -
T

The evaluation of the above surface integral is straightforward; the result
depends on whether the sphere of integration, T, contains the origin (i.e.,
whether i = 3j.) Thus we have, for a = 0, 1, 2,
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. 4. _ 2 , d exp(ikpa)
i= 3 (Ga)ry = Y1+ Fea’ i (——)) an
. exp(ikmixsi—-x31) 1
- 3 = . . - +——-8in(k
i#3 (Ga) 134 a %1 -%; 1 (cos(kna) - y— (kna) ]
1 1
-1 ¥ - - +
L3¢ ikm |X1-Xy | (lkmlxx‘le)z)
XXy X -Xy _ 3 3 18
Ix;-x4] Ixi-%X4) iKm | X1 —X4 | (ikm|21-23|)2) ] (18)

With the above analytic expressions for the matrix elerants (Ga)sy, and
the expression for the matrix element S;y given by eq. (10}, one may then
calculate the scattered field in any region, say, Va, using eq. (13).

IV. SUMMARY AND CONCLUSION

We have developed a three-dimensicnal scattering formulation from which
one may calculate the scattered vector fleld anywhere, inside or outside the
scattering object; the scatterer may be of arbitrary three-dimensional shape
with arbitrary dielectric profile. There are two practical problems that need
further investigation. One is the stability of the inversion of the matrix
(S"'-Go) in eq. (13). Another is the size of the matrices G, and Ga, viz.,
the number of cells into which the scattering object 1is divided. We shall
discuss these two problems 1n the following paragraphs.

On the stability of matrix inversion, the question is: How stable is the
inverse of (S7!'-Go) if there is an error in ($"'-G,)? This subject may be
investigated by analyzing the 30 called condition number of the matrix
(S"1-Go), which is a measure of singularity of the matrix.? The singularity
of a matrix may be reduced by eliminating symmetry of the matrix, viz.,
eliminating the interdependency between the columns or the rows. Therefore,
owing to the term S™!, there is not much stability problem if the dielectric
profile of the scatterer is highly asymmetric. For a symmetric dielectric
body, it may be necessary to reduce the symmetry by other means, such as
making the division into N cells asymmetrically.

As to the size of the matrices, it is limited by two conditions. One is
the desired resolution or degree of accuracy, and another is the approximation
that we used to digitize the original integral equation. The first limitation
is a subjective one which needs not be remarked. As to the second limitation,
recall that in deriving eq. (8), 1t was assumed that the values of the total
field and the dielectric permittivity inside each cell of the scattering
object do not vary much. For the field to remain constant inside each cell,
the cell must be smaller than a quarter wavelength inside the scattering
dielectric. In this aspect, the computaticn time increases with the cube of
the frequency of the scattering waves. It is worth noting that, as some
investigators have found, higher symmetry in the division of cells may
facilitate the computation by consideration using group algebra;!° this
argument applies only to the computation involving the matrices Gq since they
do not involve the dielectric properties of the scatterer, wnich may be quite
asymmetric. On the other hand, as we mentioned above, higher symmetry may
increase the condition number of the matrices and thereby reduce the accuracy
of the result. For scatterers with some symmetric properties, it is possible,
however, to utilize both arguments to benefit the computation. One may start
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by using a higher symmetric division of cells and then block-diagonalize the
matrices Gqo and (S™!-Go) of eq. (13) to irreducible forms. The computing time
is reduced by the diagonalizing operation while, since each diagonal block 1is
highly asymmetric, the stability of the data may be preserved. However,
rigorous proof and further investigation on this argument are needed.

Finally we remark that the formulation described in this paper may be
inverted to provide an inverse scattering formula.!!r!2? Briefly, the approach
] 1s to make as many scatterings with independent incident waves as there are
number of cells 1in the target. For each scattering, we have a pair of f4'°

and fo'!) that satisfy eq. (13). Lining up the column vectors representing
fa!®) and fo'!), respectively, we obtain two N x N square matrices, F!!! and
F!s),  Then eq. (13) gives: Fg'S!) = Gg(S"! - Go) 'Fo'!!’. The equation may

then be inverted to yield an expression of $°! in terms of the F!3!,
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Abstract

The complex permittivities of three-dimensi:onal 1nhomogeneous bioiogrcal bot:es can be
extracted from microwave scattering datda by inverse scattering approach. A water - mmersed
miCcrowave system 'S used to contract the wavelength to mill meter range and to enhance
impedance matching with the b:tological body. Contraction of the wavelength ncreases tne
tmage resoliution, while mpedance matching promotes the mMicrowave penetrat ion. Scattereg
fields are measured ustng an array of 127 gipoie eiements and a8 tota! s:ze of approxaimate|y
15cm x 18cm with operating frequency at 3 GHz. Two 1nverse scatter ng approaches have been
developed. Gne approach, whitch nas been published earlier, K '.2 utiiizes an nverse
scattering thecrem which may be considered as a general. zation of the Lorentz reciprocity
theorem to diss.:pative medsa. The other approach, which s presented «n this artictlte, takes
scatter ing measurement by an array with wvarious directions of 1ncident wave; the wave
eqguation s converted to a matrix equation by dividing the dielectric body into a number ot
cells, the dielectric data ts then obtarned by nverting the matr . x equat ion. I botn
approaches, uniqueness 15 assured Owing to the dissipativ:ity of the propagation meg. um,

tntroduct.ion

Microwave for medi cal maging? 2.5 provides many advantages over current telrtgues . The
undertying r1dea here s to reconstruct a three~g i mensionail grelectr ¢ 1mage based orn th
scatter i ng data. The technique 13 relat.vely safe since only NON-10N 1z ng rag:rat on
used. Comparing to atl existing techniques, (¢t prov:igdes the best contrast between <aft
ttssues 1n terms of pathologicatl nformation since 1t ts the drielectr ¢ comnstant trat o
imaged. Simply by Analyz'ng the direlectric rmage , ot can also be used tu praovide
temperature mapping n soft tissues with § resotytron ot cone-tenth cf a aegree e oS
Economicatly, the cost of a mMicrowave (maging system 1S capecteg to Le Mmuch lesg thanm thoge
using the existing «mag:.ng techniques. As to the resolut on, it depengs on tne  oumper ot
elements n the detect on array andg the image reconstruction method. On a3 system ot 1.7
array elements that s be ng developed, we have ach:eveg a transverse recso.ution c3ouB
wigdtny of about 5.3 mm, which s about hatf-waveiength imn water, and an ax<ia! rescoiut (on of
about 11.7 mm, which 15 about one waveliength n water. 2.6 7

T

W o

In  order to reduce retlection ot the rNCgent microwave from the tarqget . ooth
transmitting and detect ng arrays are submerged N water . Submerging the arrays 1 1° water
fot only provides mpedance matching, but a1s0 CONtracts the wavelength and thereby 'mproves
the resolution. Another advantage of submerg ing the arrays M water s e amination of
muttipath signals (viz., si1gnats scattered from surrounding eqQu.pments outs.de ot the
target,) and thereby improving s:gnat-to-norse rato. There gre a few methnods to further
'mprove the resoluticn, all of them require add:tional scattering data collect i on. However
rncreads ing the amount of data goes not always mprove the 1mag ng resy.ut1on since,
depending on the reconstruct i on methods, redungancy and 1nter-dependency of recorstructioun
d'gorthm may negate the add:itional nformation input. The primary concern of this art:icre
'S 0on the ailgor ithm of image reconstruction from the measurements of scattered fieiqa.

The object ive of microwave magery s to determine the giretectric character isti¢cs of a

target from the microwave field pattern exter:or of the target. For far-f.etd andg
rNtermedirate z2ones, the traditional approaches are the fFraunhofer ang fFrene: diftractions
based on the theory of Four er transiormation. In many applrcations, particularly n
medical imagery, the target must be n the vicitnity of the microwave getector, then these

approaches are not applicable s1Nnce nerther the field patiern of the target nor the f:eid
pattern of the receiving antenna may Le character.zeg Dy a Fourer transform of the

structure of the target or the antenna. Though this aspect complicates the mathemat cal
probltem of near-field 'mager.ies, development of some near-fieid approach may provice g3
POsSsibility of three-dimensional focus:ng which s not achievable in either Fraunhofer or

frenel drffractions.

AR important theoretica! problem 1n imager 1es concerns the uniqueness of the target
reconstruction. The dielectr c structure of the target (s part of the source of the f.elg
exteri10or to the target. In partrcutar, apart from undesirabie nNnoises, 1t s the sole source
of the scaitered {ter1d. The Maxwel! s equations guarantee a unigue solutron of the ftielg
once e source and the boundary condition are specified, However, the reverse s not true.
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Iindeed, a simple consideration ot the field due to charges on a conducting sphere shows that
the same field exterior to the sphere may be given by many possibie g:straibutions within the
sphere, for exampie, a distribution of surface charges on a sphere of smalier radius, or a
po:nt charge at the center of tnhe sphere. Therefore, theoretically, knowing the field
everywnere exter 1Or to an imaging target does not gdarantce a un:que solut:ion of tne
dielectri¢c structure within the target. in this paper we shatfl show that :f the background
medium 1S dissipative, then the inverse scatter:ng has a unique solution. One may then
argue that, for theoret:cal! calcutation, even in a non-dissipative medium, one can adg a
small gsssipative part in the dielectric constant to start with and later set 1t to zero.
The problem 1s that, even though the sojlution is theoretically uniqQue, to reconstruct the
target requires a large number of tngependent data. The smallier s the imaginary part of
the gdielectric constant, the more redundancy in the measured data. on the otnher hand, the
stronger the dissipation of the background medium is, the weaker the scattered signal s,
and therefore the smailer is the signal-to-noise ratio. Thus, we are faced with a practical
probiem of optimizing the dissipativity of the background medium.

Another practicat aspect further complicates the issue: (N reality, one can measure tnhe
fielid only at a | :mited number of points exterior to the target. The problem s a typical
inverse scattering problem, viz., how much information on the dielectric structure of the
target can one infer from a set of fimited data of the fielgd exterior to the target?
Previously, we developed an tnverse scatter ing theorem' 2 and a method of phase and
amp i itude conjugarion techniques?- -2 to reconstruct tnhe target dietectric profiie, with which
a transverse resotution of »/2 and an axial resolution of » were obtained. 'n this paper,
we present another method which s based on discretely sampling the Green’'s function and
then converting 1t to a matrix (referreg to as the Green’'s matrixy,. wWith this approach, the
resolution can be 'mproved uniimitedly; the resolution improves |inearly with the number of
sampiing points of the scattered field anywhere outside of the target.

The scattering formutation

in this section we describe the togtc of the formulation and present the scattering
formula. First, we mention a few words about the notation. Since we are dealing with
scattering of electromagnetic fieids by three-dimensiona’l objects, spatial coorginates are
three-dimensional vectors while field quantities may be three-gimensional, such as the
elfectric fieid, or four-dimensionat, such as the charge-current density. To distinguish
three-d imensiona!l quantities from four-gimensional ones, we denote the former with bold face
letters white use normal! Ietters for the ilatter. we shall al'so use Dirac bra-ket, say, 1§,
to denote a field quantity §, and <«x!f> to denote the function fix), which 15 f nothe x-
representation. Thus, an operator, say., the Green’'s function G, takes the torm
<XIGIX >=G(x, X" 1n the x- representat:on. Uniess otherwise stated, atl products between

vectors andgd between operators ana vectors are vector products, nametly, the products are to
sum over either the 3 or the 4 components without the £ notation; we reserve the [ notat:on
for summation over the numpber of cellis 1n discrete sampling of data. On the efectromagnet c
equations, we shatlt use the Gaussi1an system of electromagnet iCc un:t; convers:on of eguatiuns
between the Gaussian system and the MKS system may be found at the end of the text book by
Jackson.®

Consider an arbitrary dietectric¢c body, which witll be our scattering object, occupying a
region Vo in a homogeneous background medum. tet ¢~ and um denote respectively the
dietectric permittivity and the magnetic permeab l ity of the background medg.um, ang let ¢ (x)
and pi(x)> genote those inside Vo. Thus the qQquantity €¢(X)-¢.. 'S localized 'n the sense that
1t vanishes outside Vo. we shail! Limit our system to non-magnet.c object such that uix) =
U fOr all x inside Vo.

Consider now a plane wave incident upon the target. In the absence of free charge and
current, the Maxwell’'s equations of the system may be written in tne foliowing form:

Mif> = O (SR ID]

where M, which is a function of ¢(x), represents the Maxwell’'s differential operators and f
the fieid quantities. The total fieid may be expressed as the sum of the scattered freld
and the incident fietd: f = f<®> & fci> In order to express the scattered fieid «n terms
of the incident field and the dielectric distribution of the target, we separate the
operator M into two parts: M, and -S5. The first part, M,, represents the Maxwell  's operator
in a homogeneous background medium and is 1ndependent of ¢(x). The second part,

-8 = M - Mn 2>
represents the operator due to excess dielectric permittivity, ¢(X)~¢m-. Then eq. (1) may De

written as Mulf<i>> + M If<®>> = SiIf>. Since f¢<'’> satisfies the Maxwell 's equations 1n the
homogeneous medium, SO Mnlf<t>> 0. €£q. (1) then reduces to
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Muite®>> = St f> 3

Thus the scattering problem has been reduced to a source-fietd probiem .n the homogeneous
medium, where the scattered field corresponds to the field due to a source gistribution

S1LE>, However, the quantity l1f> on the right hand side sti!| contains the unknown fieid
[Eceds To remove the scattering fieta from the right hand side of eq. (3, we operate both
sides of the equation by the inverse of My, Note that, since the operator My has a nutl!
space, it «n general has no inverse. However, since we are only concerned with the outgoing

fields that conta:'n the factor exp(ikmr), which, owing to the imaginary part of km, vanish
at infinity faster than any power of r, we may then {im:it ourseilves to the subspace of such

fietds. In such subspace, My, has an inverse, which 15 the Green s function Gm. Lince
|1f<®>> ;5 an outgoing scattered wave, SO GMnlf<®=2>> = (fc®>>, Then eq. (3) grves:
Ifem>> = G 516>, 4
Adding 'f<'>> to both sides, 1t then becomes tf> = GnS1 6> + 1E<*?>, or,
1 - GnS)tf> = gt 2> [
It can be proven that the operator (1-G»S) on tne ieft hang side nNas an inverse. Therefore
the above equation gives
Lf> = (1 - GnSH-'ifer (6)
Subtract the inc:dent field 1f¢t>> from both sides of the above eqQuat:on, one then obta ns
the scattered field |fc®>>:
tfrw> = {01 = GmS)-' - 1)1 fcr2s «
Eg. (7Y gives the scattered field n terms of the ncigent f.eta. tn the next secti on we
shall develop a technique to evaluate the i1nverse of (1-G4,5).

So far we have descr i bed the scatter ng formulation (Hal general terms . Specific
expressions of these equations depend ¢n the choirce of the qQuantity 1f-; t(§f> can pe the one-
gimensiond! scaiar potent:a! 1e>, or the three-dimens onat etectric frelta IE>, or the four-
dimensional potential I1A> = to, AN For any choice of the f.e1g 1f~, the operatcrs are
derived from the Maxwell s equations. Iin betow we {tst the results for the case where |§»
1S A>, and tor the case where |f> 15 1E>. Detairis of the der:ivation w:itl be given noa
forthcoming paper.

we shall assume a time-dependency oOf e-twet ang replace 3/3t with -1w. 1 f the fieidg 1§~
is the 4-gimens:0onal vector potential, we shall use the following notation to represent
matrix operat:ion:

—/ —
x x ——— x

where x denotes the 1-amensional time component of a 4-dimensional vector, ang (————)
denotes the 3-dimensional space component. Then the operators Mg ang S may be representec
as below:

1 0
M = (92 + Km2) ~ [
(o] 1
3 l- T {€~e¢m)O LAw (e =€)
g - -2 €m €m (9>
¢ ©Z U 1 ‘

1 WU € - ¢ml W Ce-emd 1

Note also that the operator 9 on the left of (¢-¢m) 1NS1de the Mmatrix not ONty operates on

(¢-€¢€m), Dut also operates on whatever quantity to be operated by S. Since M, 'S a
differential operator, 1ts inverse, Gm, 15 an integrat operator. In the xX-representation,
Gvw may be explicCit'y expressed as below:
. 1 o
Gm(X.X') = <RiGmIK’> = - 4+ SXPOikmlIX - X'1) (10>
qan I - x'! -
o 1
The above expression means that, in the x-representation, Gw 1S an inteqral! operator:
<M1 Gy | £ = J Gm(x, X' Hf(x H)dX"’
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Note that the adefinitions of operatore Gy andg S are not unrque 1N the sense that, once
eq. (4) is obtaineg, one may re~factor.ze the product GmS to any pa:r Of operators,

(Gem' ,S’), such that Gm S’ = GnS. This i1s exactiy what we shall go for the case where the
field If> is the etlectric fiela IE>. we shal)l first derive a parr denoted by Gm' and S°,
where Ge’ corresponds to the Maxwel | ‘s operator Mn’, then re-factorize the pair to another
pair Gmw ang S. The re-factorization willt not affect the results of scattered ¢,eids or
inverse scattering image reconstruction, but simplifies the scattering and inverse
scattering formuiation. Thus, for the case where If> 15 the eiectric fielg, JE>, we first

derive from the Maxwel!l s equat:ons Mn’and S’ :
My = (92 + Kkm2)-1 Ctiy
S = -1 (g9 + sz‘Tl(( - m) 12

€

From eq. (11) we obta(n the x-representation of the inverse of Mn':

1 explikm!x - X' 1) =
. £y = - a1 €130
G U, X an ™ = w1

Since (U¥: + km2:-11 N eq. (12> commutes with Mn' = 192 + km21-[, sO it commutes with 1ts
inverse, G’ . Therefore, from eq. (12), Gwm’'S° = -G UYe + KmZ T1C€ = )/ €m =
(9O + K2 -11Gm [~Ce ~ €m)/eml. Then we define the pair Gwm and S as  (99: + km?-11Gwm’  and
-7 - )/ ¢m, rEespectively:

1 - explikem!X ~ X7 1)
G (M. X ) = - — (99 + kmZ- 1)
x . X an v ~ X~ X

c14)

1
S = e (et(x) - eml-l C15)

The operator S in eq. (15 s diagonal in the sense that, in the x-representation,
S(%,x > = SIXIS(K-%" ). It also vanishes outsige of the target region V,. It 15 the
dragonal elements of this operator that we wish to recover from the scattering data. In the
next section, we shall covert the above 'ntegral equations to matrix equat:ons by digitizing
the operators Gm and S.

Oigstizing tne scatter.ng equation

In thys section, we describe a numerical method to calicutate the i1nhverse ot 1 - Gm5Y,
ang thus the scattered fielg femw? using eq. (7), for the case when f<®> ig the electr c
field, €<= In this case, Gm ana S are given by eqs. (14) and (15). Qur approach wt!l! be
to divigde the space into smat! ce!ls so that the integral operator G, may be converted to 8
matrix operator. To th:is end, we divide the ent.re space into subspaces, and lape! each
subspace by Ve, With Vo being the entire region occupied by the target. we further dJdivige
each 0f Va into N small cells, labeled by 1,, with j = t, 2, . N. we assume that each
celi 1, 15 small enough that the field f<=> and the dielectric permittivity ¢ insige each
cell may be represented by the:r respective mean values inside the celi. This means that
the dimension of the cell must be smalier thamn a fraction, say t/74, of the microwave
wavelength inside the target. we shait denote by Xx; the center of the cell 71,. Then
eq. (4) may be converted into summation of integrails over cells 7; as beiow:

<)t fewa = J I KHIGmIX ><R" IS ><x" 1 F>ax%  dX" = j J CHIGr X > -SSR DIECR - X" ><x" ( f>ax dX”

= CRIGn I >SS Y<x | F>dx” = r [ [ <lemlx'>5(x'><x'lf>ax']
x Vg ! X €T ,CcVo

r

T [ f <lem|x’>dx‘] S(X;)<x, | £> €16
. X’ €T ;CVo .

where the integral fadx’ is carried over only the space Vo since 5(x’') vanishes for all x’
outside of Vo.

Denote by G., and S,;, respectively, the fo!lowing quantities:

Gy = _[ G (Xy, X Dd%’ «17)
X €T CVo

1
S., = SR V8., 2 - (€U ) - €m] 6., (18>

€m

SPIE Vol 767 Medical Imaging (1987) /33




P

By approximating the integrated region 7, with a sphere, the integra! G., of eg. «17) may be
caiculated analyticalliy; the anatytic form is presented at the end of this section. with
the definition of G,; and S5,,., eq. (16) may be written as:

f.¢%> = L G.; S)n f« <199
PR

'n the matrix form, the above equation is:

_ 45 ¢ ~r 3 .
£ Gi1 Gia Gaa - . Gin G iNnes - . S+ O [¢) . . o] Q . €
fa Gas+ Gaa Gas - . Gan Ga.~ne1 - . 0O Sa O . . o 0 . . [
fa Gas Gaa Gas . . Gan Ga.ner . .fJ]0 0 s> o 0o . . fa
. <. I I (20>
fu Gny Gnaz - . . Gun Gn.nes . . o 0 © . . Sn O . . fu
fFaaa Grue1, 1 . . . G+t~ . . o] Q (o] . . o} o] . . e
| J L it JL J

where subscripts 1 to N dgenote cells inside Vo, subscripts N+1 to 2N denote those inside V.,
etc. we may break the above equation into equations representing the operation for each
subspace Va. Thus, for the space Vo, occupied by the target, the above equation gives:

s ir 1
[ Gs1 Gia G . . G S. 0O e} 0 €4
fa Ga1+ Gaa Gaa . . Gan 0 Sa O [¢] fa
fa _ G3+ Gaa Gas . . Gawn O O S»s o] fa (21>
fr Gnt1v Gz - . . G o O © Swn fn
and, for the subspaces Vo (x = 1, 2, ...), eq. (20) gives:
s
de'O GmN¢|.! GaNO\.a GotNo\,a - - GaN‘\.N S\ 0 0 - . 0 f!
fanea Gumnez.1 Cowsz.2 Gunea.s - . GaNez. N 0 Sa O - . (o] fa
fonenl _ Gaunaad. 1 Gan+s.2 Gaunes.s - . Ganed.n 0 O Sa . . 0 fa (22)
fonaen Goumen, 1 Coxmnen.2 Gonen.s - . Ganen.n o 0 o . . Sw fn
The above two equations may be abbreviated as:
tfoem>> = GoSlifg> (23>
| fo<®>> = GxS! fo> (24>
where | fo<=>> and tfg> represent, respectiveiy, the scattered and total fields in Vg, the
region occupied by the target; |f5<®*>> and |f,> represent those in Vg (x = i, 2, I - |
subspace oOf any volume outside of the target. In the above two equations, the matrix
elements of Gg, Ga, and S are as defined in eqgs. C17) and (18) with the foilowing
assignments for x, and x,:
(Go)dy = f G(x.,, %x'> dx~’ with X.¢T,cVo 25>
X’ €T )CVo
(Godry = J G(x,, %) dx-’ with X,€T,CVea (26)
X' €T ;CVeo
1
S., S TXS TR IR I with X, 6 ,¢T..,cVe €27
”

The values of the matrix elements S,, in eq. (27) are the quantities to be reconstructed
from the scattering data:; the vaiues of the matrix elements (Go v j and (Gl may bde
caliculated from the analytic forms presented at the end of this section. Note that eq. (23)
is similar to eq. (4), indeed, it represents the part of eq. (4) for the subspace Vg, the
region occupied by the scattering target. we may then derive the equivalence of eqs. (6)
and (?7) from eq. (23>, as we did in deriving eqs. (6) and (7)) from eq. (4). Wwe then get:
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1fo> = (1 = GaeS) 1 lifge'>> (28>

1Fo®2> = ((1 - GeS)™' ~ 11lfget>> 29

To get the scattered fieid outside the target, we substitute eq. (28> into eq. (249). with
some simple manipultatson, it gives:

1fe®®2> = Gul(S-' - God='1fa<'>> (x = 1,2,...). €30

The above equat:on gives the scattered field in dany region, V&, Outside of the scattering
target in terms of the incident field and dielectric permittivity 1nside the target. tn the
next section, we shaifl invert this equation to obtain the dielectric permittivity, S, inside
the target in terms of the scattered field outside the target.

we shall summarize the scatter:ng approach dgescribed tn this section. One first divides
the target intc a number of cells, say, N celis. Then one calculates the inciudent field at
the center of each ceil and constructs a N-dimensional vector, fgc'> (0of which each element
may stiil be a 3-dimensional vector, such as an ejectric field). One also constructs a
N x N diagonat matrix, S, of which each dragonal element s given by the average value of
the dielectric permittivity, ¢, tn eacn celtt of the target. Then one calculates integrals
(Golvy = fO(X, , X" )dx’, with X, being the center of the ceil 1, and integrati:ing X  over the
ceit 7,: both r. and r; are i1nside the target. Thus one constructs the N x N square matrix,
Go, with matrix eiements being the integrais (Ggl.,. fFinally, to obtain the scattered fieid
anywhere outside the target, say, in a region Vo, ohe divides the region into N cetts ang
calcufates the integrais (Gu2., = [G(X,,x 23X, with X, being the center of the cei! 1, n
Ve and integrating x° over the cell 1, inside the target region, Vo . One thus constructs
the N x N square matrix, Ga, with matrix eiements being the integrals (Guldy,. The scattereg
fields inside Va can then be obtained from eq. (30>, with the 1th element of the vector
fa<®> represent :ng the scattered field in the cell 1, Of Vu.

fFinally, we present results of the integratls (Goliy and (Gax),; (N anatytic forms. we
consider the case where the field of interest is the electr.c field, then G(x,x" ) 1S given
by eg. (14). The expressions for the integrals in eqQs. (2%) and (26) are then:

Xxp ik )
Vs e (Godvy OF (Gadvy = 1 11 + %-a2~3-(3J3—~l5L4

ga a ! 3

XD (1K Xy ~%; | )
T o BaTRs

o g (Gody) OF (Gmd,., =
1%, =%, |

1
clcostkmad - ;:;-sun(kma)l
1 1

E S B + )
TKemixy =% ;| Clkm iy -%, 12

X.-X, X\ -X; ¢ 1 1 N
- +
PXMi-%sl I, -%,| 1K I3, =%, | C1Km X =X, 112

] 325

where we have assumed that each cell is of equal volume, and that the volume of the celis
are small and may be approximated by a sphere of radius a. Note that the expresstons for
(God.y and for (Gu>,; are of the same form; the oniy difference is the vaiue of X,: for Go,
g‘ is inside the scattering target, whereas for G, X, iS Outside the target; for both, x;
is inside the target. With the above expressions for (Godyy and (Ga)yjy, €Qs. (29) and <30
provide a formula for the scattered fieldg anywhere, inside or outside of the scattering
target. Previously, complete formula for scattered fields has been developed only for
two-dimensional targets.®. 1o Formula for evaluating fieldas inside arbitrary
three-dimensiona!l dielectric bodies has been derived,*'-'2 puyt it has been found that the
numerical solutions tend to diverge with respect to the subdivision of cells. ™ Most
recently, a testing procedure was developed to analyze the numerical stability and reduce
the computation time. '+ However, at| these approaches approximated the field insi)de the
scatterer by a |inear combination of some basis functions and then numerically soived the
linear coefficients. This is the first time a complete formula is deveioped for the vector
scattered fields from an arbitrary three-dimensional target.

Inverse scattering - Green‘’s function approach

The scattering formulation presented in the last two sections provides a method to
calcuilate the scattered field of an arbitrary target. In this section, we shall show that
the result of the formulation may be inverted to provide a method to evaluate the dielectric
permittivity distribution of an arbitrary target.
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Consider eq. (30). 1f the incident fieia fg<'? is changed, say, by chang:ng the
direction of the incident wave, then the resJlting scattereg field will pe changed
accordingly. Two incident fietds with different incident directions are |1nearly
independent . So, if the target is divided into N cells, we may produce N linearly
independent vectors, {(fg.¢'>, fga¢'?>, ..., fon<'’}, each of which corresponds to an (ncident
wave vector k; (j = 1, 2, .... N>, and thereby construct a non-singular N x N square matrix

Fo<'>, the incident matrix:

foi1 foiz foeras . . . foan

foar foaa fozs . . . foaw

fors fozz foas . . . foaw
Fo<!'? = (for¢'?, foa'?>, ..., fon'?] = . . . . (335

font fonz foma - - . fonw
So, if the incident waves fo,¢<!'> are the plane waves exp(1k; - -X), then the matrix elements of
the incident matrix Fg<'?> are:

(Fo€'?)y,; = expCik; X,) (34)

where %X, i5 the center of the 1th cell.

The dielectric profile of the target will be obtainead from the measurements of the
scattered fields by inverting eg. (30). The measurements of the scattered fields may be
made in any region outs:ide the target, say, 1h the region V, which may be one of the Va’'Ss
defined at the beginning of the last section. Since Vo '1s divided into N ce!ls, we also
divide V into N cells and measure the scattered field at the center of each cell for each
incident field. Denoting by €,;<=? the N-dimensional vector that represents the scattered

fields in the N cells for the jth incident wave, we then construct a N x N scattered matrix,

Fem> ;

s

fie fFra faa . . . fun

fa+ faz faax . . . fawn

fas faa2 faax . . . faw
Fem> = [f,¢cm>,  face> . foi=2) = 3%)

frur fna faus . - 0 Fan
with the N incident waves and the N scattered waves |ined up as two N x N square matrices,

eq. (30> gives:

Fcew> = G(5-1 - Gg)-'Fgt'> (36)

where we have dropped the subscript o in the matrix G since no reference was made to any
particular Va for sampling the scattered field. tn the above equation, each column of the
matrix F<®> represents the scattered wave due to an incident wave represented by the
corresponding column in Fgeta, gach etement in a column of F<®> represents the scattered
field at a cell in V, whereas each element in a column of Fgei?> represents the incident
field of the corresponding cell inside the target Vo. Since Fg¢'?> is a non-singular matrix,
we may invert it and bring eq. (36) to the following form:

Fem>(Fgetar)-n = G(S-"'" - Go)~° (3?7
which then gives

S-1 = Go + Fo€i2(Fe¢®>)-1G, (38>
Eq. (38> is the final result of this inverse scattering anproach; the inverse of each
giagonal element of the matrix on the left hand side gives the negative relative excess
dielectric permittivity, -(e-e¢m)/e¢m, iNn the corresponding cell of the target.

The inverse scattering approach may be summarized below. One first divides the target
into a number of cells, say, N cellis. Then one produces N incident fields, ail of which
have the same amplitude and frequency, but each has a different incident directicn. Ffor
each incident fieid, one calculates the incident field at the center of each ceil inside the
target region and constructs a N-dimensional vector, fg<'> (of which each element is a 3-
dimensional electric field vector). Lining up all incident vectors for the incident waves
as column vectors, one then forms a N x N square matrix, Fgo¢'?>, referred to as the incident
matrix. Also, for each incident field, one measures the scattered field in each cell in any

region V, which is outside the target; the measurement region, Vv, and its division into N
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f cells must be unchanged for at! incident fields. The scattered matrix, F<®>, may then be
constructed from the measurement ot the scattered fields, in the same way as the 1ncident
matrix Fo<'? was constructead from the incident fields. Then one catculates the integrals
(Go)dvj = [G(X,,x VdX° given by egs. (31> and (32>, with X, being the center of the ceil T,
4 inside the target and integrating x° over the <cell 7, also inside the target. Thus one
constructs the N x N square matrix, Go, referred to as the target Green’'s matrix, with
matrix etements being the integrals (Go)l.,. Similariy, one calcuiates the integrals (G),, =
JG(x, ,x )dx’ from eqs. (31) andg (32), with X\ being the center of the cell LI N the
measurement region, vV, and integrating x° over the <cell 7, 1nside the target reg:on, Vg.
One thus constructs the N x N square matrix, G, referreg to as the <cross Green’'s matrix,
with matrix elements being the integrals (Gryy. Finatly, one substitutes these matr.:ces
into eq. (38> and calcutates the matrix S-*. lgeally, the result will be a diagonai matr.ix,
of wnhich the negative of the inverse of each niagonal element is the relative excess
gielectric permittivity, (¢-¢n)’é¢m, 1N the corresponding ceiti of the target dsvided by the
background dielectric constant, as described by eq. (18).

Conclusion

we have develioped a three-dimens.onal scatter.ing formufation from which one may catlcutate
the scattered vector fieid anywhere outs:de the scattering target; the scattering target may
r be of arbitrary three-dimensionat shape with arbitrary dretectric profile. we also
develioped an inverse scattering formutatron by invertisng the scattering equation. The
tnverse scattering formultation provides a formula to calculate the three-d i mensional
drelectr ¢ permittivity 1nsi1de the scattering target from measured data of the scattereg
field 'n a chosen region outside the target. There are two crucial aspects that enable ocur
formulation. One 1s the dissipatisvity of the background mea um that makes the scatter ing
probtem invertibie and provides the uniqQueness of the inverse soiution. Another 1s the
conversion of the integral equation i1nto Mmatrix equat.on by digitizing the space. The
gissipativity aspect 'S the theoretical basis of the formutation, whereas the space
digitizing provides practicail support. Though the formuiation provides a neat equat:on for
* inverse scattering calculation, two practical probiems still require further investigation.
One is the stabitity of the matri:x rnvers)on of the scattered matrix Fem> whct, vs def ineaq
N eq. (35). Another 'S the si1ze of the matrices that are 1nvolved 1n the inverse
scatter:ng formula, viz., the number of cells 1nto which the target s div:idegd. we shal!
discuss these two problems 1n the following paragraphs.

P

Oon the stabr i1ty of matrix invers:on, the question 15: How stable s the 1nverse of fee>
1 f tnere :s an error 1n F<®2>? This subject may be investigated by anatyzing the %0 Ccda!' 1 ed
condition number of the matrix F<®> which 15 a measure of singularity of the matr.x.*s The
singularity of a matri.x may be reduced by el imnating symmetry ot the matrix, viz.,
el iminating the interdepengency between the cotumns or the rows . Each columnpn of the
scattered matrix, F<w> corresponds to an incident wave while each row corresponds to a ce'!
o the scattering region, V. Note that, for ail incrdent waves, the reg:on V anad i1ts
supdivision of ceils remain the same. One way to increacre asymmetry of the matrix 15 to
select the ncident direct:rons inooa random fashion, such as using three-dimensionai
directrons with unequal angular spac:ngs. Similarity, randgom division of the scatterec
region into the N cells may a!s0o 1ncrease asymmetry. The latter means that random placement
of the elements of the receiving antenna array is better than symmetric placement.

As to the size of the matrices, 1t 15 fimited by two conditions. Cne s the desred
resolution, and another is the approximat:son that we used to digitize the original ntegrai
equation. The first timitation is a subjective one which needs not be remarked. As to the
second | imitation, recall that in deriving eq. (16>, 1t was assumed that the values of the
tota! fie!d and the dielectr.c permittivity inside each cell 1n the target region do not
vary much. fFor the field to remain constant inside each ce!l, the celtl must be smaliier than
a quarter wavelength ins:de the target. For a 3 GHz incident wave, the waveliength 1ns:de a
typical biological target is about 12 mm, so the dimension of each cell must be smal!er than
3 mm. This will require an enormous computation task for a typical bioltogical target of,
say, 30 cm o tn size. One way to reduce the size of the matrices 1s to use a !ower frequency
source. Using a8 1 GHz source will reduce the size of the matrix by a factor of 27, ang
thereby reduce the number of matrix e{ements by a factor of 729. Another apprcach 1s to
divide the target into several regions for image reconctruction by shielding the microwave
radiation to atllow onily |limited exposure. Theoretically, a division into 2 regions reduces
the matrix elements of each region by a factor of 4, thereby a net ga:n of 2 'n computation
reguction. However, from the engineering point of wview, timiting the exposure requires
additional technical consideration on inter-regional interference.
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Notations

The 4-dimensional electromagnetic potential (o, Ad.

The 3-dimensional vector potential,

The speed of 1ight in vacuum.

The electric field.

The N x N square matrix constructed from the column vectors {f,<=> faca>
fn<=2), where f,<®> represents the measured scattered fiela, N any region V
outside of the target, due to the jth incident field (see fqo,;¢'> and f, <*> below.
The N x N square matrix constructed from the column vectors [(fg,<!>, fg52<'>, ...,
fon$'21.

Any total fireltd, i.e., an 1ncident and its scattereg fieids f<i1>+fcm>

The incident field.

The scattered field.

The value of f in the jth cell.

The vatue of f<!'> n the jtn cel..

The vatue of f<®> in the jth cefl. in some occastons the subscript ) refers to
the jth incident direction (see fajct> below), then f,<=?> represents the N-
dimensional column vector aerived from measurements of the corresponding scattered
field in any region V outside of the target which is divided into N celis for data
sampl ing.

The N-dimensional vector representing tnhe sampling of the tota! field In Vg.

The N-dimensional vector representing the samp!ling of the incident fietld 1n Vg.
The N-dimensional vector representing the sampling of the scattered field I1n Vg.
The N-dimensional column vector f5 for the jth incident direction; incident fielids
are sampled for a total of N different cases (j = 1, 2, ... N>, each with a
different incident direction but otherwise same target setup.

The N-dimensional vector representing the sampling of the total field In Ve.

The N-dimensional vector representing the sampling of the incident fieid in V..
The N-d:mensiona! vector represent . .ng the sampliing of the scattered field n V.
The Green’'s matrix with matrix elements defined as [Gm(X,.X )dX ' with X, being the

-~

center of the cel! r, and dx’ integrated over the ceil r1,.

The matrix element of G, defined 3aS [Gun(X,,X ddX’ with X. being the center oOf the
cell 7, and dx’ integrated over the celi 71,.

Green’'s operator of M. (GMn = MnGm = 1 n the space of outgoing scattering
fields.

Another expression of Gw based on a d:fferent factor zation of the product G S~ =
GmS.
The Green’'s function of My, vizZ, Gn 1N the X-representation.

The Green’s function of Mn', ViZ, Gwn in the X-representation.

The N x N square submatrix of G with the matrix elements G, ;. where both 1 and
refer to cells in Vo.

(x = 1, 2. -..) The N x N square submatrix of G with the matrix elements Gay
where 1 refers to the cell 7, in Vo and j refers to cell T, 10 Vg,

The wave vector in the background medium.

The jth incident wave vector in the background medium (VK,!) = IKknl); f the target
s divided into N celts, then N scattering waves are used, each with a diffterent
incident direction.

Maxwel |l operator with background medium and scattering target.

Maxwel | operator in a homogeneous background medium.

Another expression of M, based on a different factor zation of the proquct Gwm’S” =
GmS, where Gm‘ and Gn are inverse of M, ' anc M, respectively, in the subspace of
all outgoing scattered waves.

Tota! number of cefls into which the target, or a region outside of the target, is
divided for data sampting.

Scattering part of M (-S =M - M,); it depends on ¢ and M. For the case where f
IS the electric field E, then S = -(€(X)—€m)/ €m.

Another expression of S based on a different factorization of the product Gn'S’ =
GmS . .

Negative of the relative excess value of ¢ N the target with respect to the
background medium, -[¢(X;)~€ml/ cm. It is the value of S in the th cet! for the
case where f is the electric fieid E.

A three-dimensional vector representing a point in space.

The vector representing the center of the jth cell.

The region occupied by the target; also represents its volume. Vo i8S divided into
N cells for data sampling.

(x = 1, 2, ...> A region outside of the target in which the scattered field is
sampled. V. is divided into N cells for data sampi ing.

A function of x representing the distribution of dielectric permittivity in space.
Dietlectric permittivity of the homogeneous background medium.

The electric scalar potentiat.

A function of x representing the distribution of magnet:ic permeability in space.

38 / SPIE Vol 767 Medical Imaging (1987)




T ————— )

U
L]

10.

1.

13.

15.

Magnetic permeabi i1ty of the nhomogeneous background megium.
The jth cell Iin Vo Or Vu: also represents its volume.
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ABSTRACT

Theoretical and experimental studies on microwave pulse
induced pressure waves are reported. A thermodynamical formula-
tion of microwave interaction with dielectrics is summarized. itis
shown that acoustic waves may be generated by pulsed microwaves
even in the absence of inhomogeneity of microwave absorption,
owing to discontinuities ofethermodynamical variables and micro-
wave exposure conditions across the dielectric interface. The
formulation is applied to a spherical system and some numerical
results are presented. Experimental results include measurement
of pressure waves in a cylinder filled with an aqueous solution of
electrolytes exposed to pulsed microwaves and estimation of the
coupling efficiency between the liquid dielectric and the adjacent
air. Pressure scaling with energy per pulse is aiso demonstrated.

INTRODUCTION

Previous derivations of the thermoelastic mechanism induced
by microwave pulses in dielectrics were based on the {inear elastic
equation with an external excitation derived from the thermal
expansion that was produced by an inhomogeneous absorption of
microwave energy [1]. This approach did not consider the proper
balance of the distribution of the absorbed microwave energy
among the internal thermal energies and the bulk kinetic energy,
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and thereby failed to define all thermal coefficients adequately.
Furthermore, all analyses have been [limited to either isolated
systems or completely constrained systems, both of which exclude
the possibility of coupling to the external medium.,

To correct these deficiencies, we have approached the sub-
ject from thermodynamical considerations and established a thor-
ough formulation of the macroscopic electromagnetic interactions
in diefectrics [2]. Couplings across dielectric interfaces are in-
cluded through discontinuities of thg thermodynamical variables
and conditions of microwave exposure. Results of these couplings
may provide a method for experimental evaluation of the micro-
wave generated pressure waves in small dielectric objects for
which direct measurement is difficult. In this paper, the theoreti-
cal formulation is briefly summarized. It is then applied to a
spherical water-air system and some dynamical data are thereby
calculated. Failure of the linear approach under high peak power
exposures is predicted.

These results have important implications for biosystems

exposed to pulsed fields. For example, ocular lenses exposured to -

pulse modulated microwave fields exhibit histopathological changes
which are quantitatively and qualitatively different from CW
exposures of equal average power [3]. A leading mechanism of
cellular injury which may be invoked by pulse modulation is ther-
moetastic transduction. A microwave pulse, upon absorption in
water dominated dieiectrics, produces a transient pressure wave.
This transduction does not neccessarily depend upon microwave
gradients within the dielectric [2]. The transduced pressure wave
then propagates within, the dielectric on the basis of mechanical
(elastic) impedance subject to mechanical and thermodynamical
boundary conditions. In order to investigate the role of such
pressure waves, a series of experiments have been performed to
study the effect of pulse parameters as well as temperature. A
central theme in these studies is the role of energy per pulse as
related to peak pressures induced by thermoelastic transductions.

Pressure measurements were made in saline filled vessels
which maintain the geometric section and material properties of
the chamber in which earlier ocular lens exposures took place [4].
In addition, measurements were also made in vessels of similar
geometric section but different material properties. Pressure
measurements were made outside of the waveguide where expo-
sures took place. Pressure measurements were made both in the
saline medium and in the air at the air/liquid interface, in order to
investigate the coupling efficiency between the medium in which
the transduction takes place (saline) and the adjacent non-

7
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absorbing medium (air). Theoretical calculations for a one-
dimensional case comparabie to the vessel geometry have been
published previously [2].

THE NON-LINEAR WAVE EQUATIONS

The objective is to derive the governing equations for the
thermodynamical and mechanical variables, which include mass
density o, stress tensor p, thermodynamic internal energy Uy, bulk
kinetic energy Uk, bulk velocity v, temperature T, and microwave
specific absorption rate (SAR) P. Since the details of the
formulation have been published earlier [2], here we just give a
brief summary., The time domain of our concern is the acoustic
relaxation time, which, as we shall show, is of the order of
milliseconds. We assume that this is much greater than the
microwave pulse width, which in turn is much greater than the
period of the microwave carrier and the time to reach a local
equilibrium. We also assume that, as it will be verified later, the
acoustic relaxation time is in general much smaller than the
relaxation time to reach a thermal steady-state by heat
conduction. Based on these assumptions, we shall ignore heat
conduction, heat transfer by convective flow, and any dependency
of U, on electric polarization. To reduce compiexity, we shall also
ignore the internal energy associated with the anisotropicity of the
strain tensor. ft can then be shown that the thermoacoustic effect
may essentially be derived from the laws of the conservation of
mass, the conservation of momentum, the conservation of energy,
and the thermodynamic equation of state:

d ot PUsv = 0 (1)
pdyv; + 3py; = 0 (2)

doUy = [Co/(eBy) + (1/0%)py;3;v;/Vev]dyp
+ (Cv/Bp)(KTJij dtpij (4)

where d, = d¢ + veVis the convective derivative, C, and Cj are
the specific heat (per mass) at constant volume and constant
pressure, respectively, B_is the isobaric thermal expansion coeffi-
cient, and KT the isothermal compressibility. The last equation,
which may be substituted by another thermodynamic equation of
state, is derived from the general expression U = U(o,b’) by using
the Jacobian method of relating one partial derivative to another
and applying the first law of thermodynamics.

T
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By mutual substitution among equations (1) through (4), ane
may obtain the wave equations for any of the thermodynamic
quantities. In particular, if the strain tensor Eiu- is isotropic, ane
obtains the following wave equation for the stress tensor:

3, [(po/ 0]V 13(C,1C, ) )i 2upi; ] - 3 [Loing ) /3 (170)3,0 ]
= 3, [(py/0)/3(8,/C, JP] (5)

Similar wave equations for the mass density p or the velocity
v may also be obtained. These equations must be supported by the
respective boundary conditions, which are implicated in eqs. (1}
(3)e All boundary conditions may be obtained by integrating each
term of these equations across a thin layer of the boundary
interface and applying the generalized Stoke's theorem. However,
since the boundary surface is not stationary, one must first
transform these equations te the Lagrangian specification to obtain
the boundary conditions [2]. The wave equations and boundary
conditions are greatly simplied in the one dimensional case. Note
that in the one-dimensional case, the factor {00/0)'—'51 in eq.(S) is
replaced by (p‘.’ll:))I « For our calculations later, we list the .
result for the pressure and the bulk velocity:

p.C. x o B
[ 55 % ~ 2 (PRD)acdelt) = <o (2 #) (6

)
with the boundary conditions that

p(x,0) and 0,713, p(x,t)
are continuous across the dielectric interface, and,

8
[tha—c;%?)ax - poatsz(x,t) = Bx( = PJ (7)

0

with the boundary conditions that
v(x,t) and (pCpaxv - P, BpP)/(pochT)
are continuous across the interface.

These wave equations show that acoustic waves are
generated either by an inhomogeneity or temporal variation of the
product of the microwave SAR and some thermodynamical
variables.
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LINEAR APPROXIMATION IN A SPHERICAL MODEL

To illustrate the implications of the wave equations and their
respective boundary conditions, we consider a dielectric sphere of
radius a surrounded by air at 1 atmospheric pressure. A square
pulse of microwave of duration T and amplitude P is incident upon
the sphere. The sphere is assumed to be small so that the
microwave absorption exhibits no spatial variation. In the linear
approximation eq. (5) gives, for the pressure waves in the
frequency domain: J

c pB
py(rou) = -i(—c=2); Y

and

c2pB h _(k4r)
pa(r,w) = —'(T‘Rh E—‘Tﬂ} F:—('l;_aT
x jolkqa) 9
- — T -1p )
jglkqa) tand)h—;m io (kqa)

where j.(x) and h (x) are respectively the spherical Bessel and
Hankel functions of the first kind of order n, the subscripts 1 and 2
label the dielectric and the air media, respectively; <y 1,2 denotes
the corresponding value of/mm in either medium, which
is the velocity of the acoustac wave in the medium, tanq) =
{pc)p/(pc)y is the ratio of the acoustic impedances of the air to the
liquid, k1 ,2 = wfcy ,2 are the acoustic wavenumber in either
medium, and Plw) is ‘the Founer transform of the square pulse SAR,
which is givenby:

_ e lWT

Plw) = - v/’f'l‘-l’-P m (10)

The factor (w- i0) in the denominator represents a singularity at
the origin immediately below the real axis of the complex w-plane.
Multiplying pq 2(r w) by e~iWt p4 integrating over wusing the
contour integration technique, eqs. (8) and. (9) then give the
pressure waves inthe time domain:
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® pBocd  Plug) .
pi(r,t) =n;o-/2_1r ( Csa : wnn exp(-iw,t)
§ (i = cpl(wqa)) ig(wyricy)/iqlw alcy) (1)
(colcy ~ tau\<l>)/(mna./c1)2 + tand cscz(mna/c1)
and
® eB.¢3  Plw ) ]
palr,t) =n;0—/7_1r' ( Cga )1 “’nn exp(-iw t)
y (1 = cpf(wpa)) h (wyr/cy)/h,(w alcy) (12)

(coleq - tan¢)/(wna/c1)2 + tan¢ cscz(wna/c1)

where w are the frequency eigenvalues which are given by the
solutions of the equation

[1 - (wa/cy)cot(wajcy)]|tand = cp/c; - i{wajcy) (13)

For a water-air system, tan¢ is about 3 x 10_4, the above
equation may then be solved by making the Taylor expansion forw
as a funcion of tan¢. One gets, to the first order in tandg,

W a colcy)/{nm) + i
{n#0) + = ar - (caleq)/(nT) 5 tand
1 1+ (cy/cq)2/(nm) )
- (14)
w_a c c <
(n=0) —2— = -if E_Z_ + (c—2 coth-c—2 -1)tan¢)
1 1 1 1
which gives an acoustic relaxation time of T = 1/Im(w) = 11.2

milliseconds for the fundamental mode in a water sphere with 2a =
1 cm. This is much smaller than the time for the sphere to reach a
thermal steady state by heat conduction, which is about 19.4
seconds [5]. Since the acoustic relaxation time is proportional to
the radius a while the conductive relaxation time is proportional to
a2, the two relaxation times become closer as the size of the
dielectric decreases, and they become equal when the radius is
about 2.9 microns, beyond which thermal conduction becomes
important.

To obtain the acoustic energy coupled to the air, one first
calculates the solution for the velocity in the frequency domain,
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which is givenby (--i/(mp))Vp1 2(r,w):

cB j ’(k r)
vilrw) = -(—2)y 5t R, (ka7 (15)
P jolkqa) - tand },—rn;—yl “(kqa)
and
jo (kqa) .
c8 F_7Tk,a] Mo (K2r)
o(re) = (=) 5 Ly (16)

jolkya) ~ tand }T"(F_T'o “(kqa)

The total acoustic energy coupled into the air may be obtained by
calculating the work done by the dielectric on the air at the
interface. To the first order, the result is:

-]
Eiir = 41ra2p°_£v1(a,t)dt = 41ra2p°¢21r v1(a,w=0)
4

= JI7 “ C‘Eh P({w=0) (17)
Comparing this to the total microwave absorption by the liquid,
Eps = ¢21r(4na3/3)p1P(w=0) , one obtains the coupling efficiency
of the absorbed microwave energy to the acoustic energy in the

air: 8
Nair = anr/Eabs = po(pCp)l‘ (18)
Take the dielectric to be water, so Bp = 2.8 x 107 °c~1 at 30
°C [6], C, = 4.186x107 erg/gm-°C, and p = 1 gm/cm3. With the
equilibrium pressure of the air, po, being 1 atm = 1,01 x 108
dyne/cm®, the coupling efficiency is then n,; = 6.7 x 1076, This

value, as we shall show in the next section, appears to agree with
the results from pressure measurements.

PRESSURE MEASUREMENTS

Material and Methods

Pressure measurements were made in both air and saline
media for two types of vessels placed in the WR 975 exposure
system (cf. Fige 1) The first vessel duplicated the cross section
and material properties of the lens exposure chamber. Thatis, it
was made of square quartz tubing ca. one inch on each side with a
1/8 inch wall thickness. The second vessel was circular in cross

J
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VERSAL
COUNTER P

Fige 1. Functional block diagram of the WR 975
exposure system.

section, one inch in outer diameter, 1/8 inch wall thickness, and
made of acrylic plastic. Both were filled with phosphate buffered
saline (PBS). These vessels were placed into the WR 975 via the
same waveguide below cut-off window as the actual lenticular
exposure chamber. The two vessels extended beyond the wave-
guide to provide a PBS column for coupling of the acoustic wave
into regions where the hydrophone would not be subject to direct
influence of the electromagnetic fielde Each vessel was separately
matched to the microwave source with the triple stub tuner.
Typical return losses were ca.-15 to -20 dB for either vessel,

-
Pressure measurements made in the liquid were performed

with the equipment illustrated in Fig. 2. The transducer was of
Bruel and Kjaer manufacture, the type 8103 miniature hydrophone.

CraRGE | [0SCILo
amP SCOPE l (c"‘“‘ I
N

Pit a0n «— Shorting flonge

WR97S
MODULATOR l
Styrofoom hoider

| PULSE GcnlL Trigger

Fig. 2. Functional block diagram of the acoustic
measurement system.
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This transducer is of the
piezoelectric type as

shown in Fig. 3a. Itis 9

mm in outer diameter

with an integral water-

proof connection to 6

meter of double shielded

cable. The type 8103

has a 200 KHz band-

width with a directivity
response as shown in

Fig. 3b. Since the hy-
drophone has serious

lobing when used with

’ axial incidence, an open
mesh (ca 2 by 2 mm) fi-
berglass screen was

4’ loosely wrapped around
the transducer to center

it in the vessel's cross
section. The hydrophone
was calibrated with a B
& K type 4223 hydro-
phone calibrator. All
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3 mm Dia. l ‘*~ 0,118

Doubie-Shielded
Low-Noise Cable

_ Compression Seal
— Mounting Seal
- 7 mm Dia. ~ 0,276"

~——— 70—30 CuNi Support

158103

f=-- 25 mm ~ 0,985

Shielding Base
Insutating Bushing

0,625 £ 0,01")

Acoustic Centre

--Piezoelectric Ceramic

e -~ -—— 60 mm ~ 1,970"

Bonded Chioroprene
Rubber

|
9,5 mm |
Dia.

~0374"

Fig. 3a. The hydrophone construc-
tion and dimensions.
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Fig. 3b. The axial and transverse patterns of the hydrophone.
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water based measurements are expressed in dB relative to 0 dB =1
micro Pascal. The hydrophone was interfaced to a charge
amplifier also of B & K manufacture, the type 2650. This
instrument allows insertion of the hydrophone calibration factor
into the signal conditioning network just prior to the output
amplifiers When used in the charge mode, the 2650 input amplifier
is bypassed and the first stage becomes a band-pass filter. Prior to
the 2650, the hydrophone cable was terminated by an Erie low pass
filter with 30 dB rejection at 1 GHz. Hydrophone wave-forms were
recorded by means of a Hewlett *Packard 1740 osciloscope
connected to the output of the B & K 2650. Photographs were
made with a Hewlett Packard 197B osciloscope camera and

- Polaroid type 107 film. The photographic exposure duration was
one second, thereby each photograph contains a total of 5 pulses
’ superimposed.

Pressure measurements in air were made with a Bruel and
r Kjaer sound pressure level (SPL) meter, the type 2230. The
microphone was a 0.5 inch condenser type of B & K manufacture,
the type 4155. The SPL meter and microphone were shielded from
direct influence of the electromagnetic field and ambient noise by
a1 m3 enclosure of microwave absorber Eccosorb! EC-77. This
combination was calibrated with a microphone calibrator the B & K
type 4230 for an average SPL of 1 Pascal. Aff air based pressure
measurements are made in dB refative to 0 dB = 20 micro Pascal.
The 2230 must be used with the detector in the peak responding
mode with display of the maximum value using broadband (lin)
frequency response and fast time weighting. Electrical analogs of
the pressure wave-focrms are available from the 2.5 mm AC out
minijack on the side of 2230. Waveform display and recording was
performed using the same system described for the hydrophone
measurements. Under these conditions, the rise time of the system
is ca 30 microseconds.

The microwave pulse waveform (see Fig. 4) was measured
i from the forward power arm of the Dieiectric Communications WR

975 directional coupler by means of a Hewlett—Packard directional
1 detector HP type 423A. All RF pulses were monitored for rise
time [(ca 0.5 microseconds) and stated pulse widths are RF pulse
widths rather than video pulse widths, i.e., the video rise time is
excluded. The standard RF pulse was 10 microseconds in duration
with a peak transmitted power of 10 KW at 918 MHz. This
produced an energy density of ca 326 micro Joules/cmz.

v

1 Registered trademark, Emerson & Cumming, Canton, MA.
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Fig. 4. A detected microwave pulse is shown with 5
usec per horizontal division. The negative
detector (HP type 423A) produces a down-
ward pulse.

Both air and PBS pressure measurements were tested for
direct electromagnetic field effects. In the case of air
measurement this was accomplished by recording the SPL with
blockage of the microphone air path by ca 20 dB with foam
rubber. Also the SPL meter body was covered with EC-77. In the
case of the PBS based measurements, the hydrophone transducer
was removed from the PBS column with all other factors left
constant, thus blocking the water pathby ca 60 dB.

Results

The pressure measurements recorded with the hydrophone are
shown in Fig. 5 as a functien of position in the vessel. The peak

Fig. 5. Peak pressures as a function of
distance outside of the waveguide.

I Veoit = 1000 Pa

Volis
[

cm
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pressures recorded were independent of the vessel material
composition for equal net energy absorbed per unit volume of
liquid. Note that no pressure measurements were made inside the
wave guide. The pressure maximum (exclusive of the wave guide
interior) was at a distance of about 1 ¢cm up from the flange of the
wave guide below cut—off window. At this location the pressure
had a peak value of ca 10 kilopascals. The peak pressure declined
nonmonotonically with distance to about 1 kilopascal at the
air/water interface.

The pressure waveform reco:ded with the acoustical
measurement system is shown in Fig. 6. The pressure wave rise
time in the PBS is estimated in Fig. 7 to be ca 30 microseconds.
This particular figure shows the pressure rise time for the 20
microsecond RF pulse, but that for the 10 microsecond RF pulse
was substantially identical {probably due to the rise time
limitations of the modulator and hydrophone systems). The
pressure fall time to the abcissa is ca 30 milliseconds. This is
followed by a slow (ca 50 milliseconds) pressure wave undershoot of
modest amplitude before returning to the baseline.

Fige 6. The pressure waveform is shown above with
100 pascals per vertical division and 20 msec
per horizontal division.

Pressure scaling with energy per pulse is demonstrated for
the standard pulse and doubling the energy per pulse by doubling
the pulse width from 10 to 20 microseconds {(see Fig. 8). Similarly,
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Fige 8. Pressure scaling with énergy/RF-pulse is
shown for the case of doubling the RF pulse
width from 10 to 20 usec. The lower trace js

322 yj/em?2 and the upper trace is 645

u/cm?2, The vertical axis is 200
Pascals/division and the horizontai axis is 20
msec/division,

he
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h linear scaling of the peak pressure is demonstrated in Fig. 9 for

doubling the energy per pulse by doubling the peak power leaving
the pulse width constant at 10 microseconds. Such pressure scaling
is consistent with the observation of increased histopathological
damage with increased energy per pulse for fixed average power
and total absorbed energy [7].

Fig. 9. Pressure scaling with energy per RF-pulse is
shown for the case of doubling the peak power
transmision from 10KW to 20KW. The axes and
energy densities are those shown for Fig. 8.

The air puise is shown in Fig. 10. The displayed maximum
SPL in air was 90.4 dB, with standard deviation 2,26 dB. This
suggests a ca 64 dB c.oupling factor from liquid pressure to air
pressure across the interface. This confirms the predicted coupling
efficiency presented earlier in this report. The rise time appears
to be ca 5 microseconds (also probably limited by the SPL meter's
band width) and a fall time of .5 milliseconds.

Fige 10. The pressure pulse in the air, with 500 pusec
per horizontal division and 0.2 volt per
vertical division.
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REMARKS AND DISCUSSIONS

We have shown that acoustic waves are generated if there is
any spatial discontinuity in the dielectric medium, or temporal
discontinuity in the microwave absorption. Coupling of the
acoustic energy from an absorbing medium to a nonabsorbing
medium has been formulated through the thermodynamic equations
and the boundary conditions. The result may be useful for the
evafuation of the pressure waves inside small biological objects by
measuring the pressure waves or other theemodynamical quantities
in the surrounding medium.

The result of the linear approximation indicates that the
percentage of the absorbed microwave energy being coupled to a
non-absorbing medium is proportional to the pressure in the
nonabsorbing medium and, apart from that, is independent of its
other thermodynamic properties. [t is also independent of the
microwave pulse width, so that total acoustic energy coupled to
the air is proportional to the total microwave absorption cross
sections The predicted value of 6.7 x 10~ for the coupling
efficiency (cf. eq. (18)) is exactly the same as the value derived
previously for the one~dimensional case [2], which appears to agree
with the experimental result of the pressure measurements
described in the last section. Indeed, comparing eqs. (17) and (18)
to the corresponding equations for the one-dimensional case, we
arrive at the conclusion that the coupling efficiency is independent
of the geometry of the system.

The formulation indicates that the microwave induced ther-
maacoustic effect is in gemeral nonlinear. At low radiation den-
sity, one may make the linear approximationby ignoring all second
and higher order terms. The validity of the linear approximation
can be evaluated by calculating the generated pressure wave and
comparing it to the initial equilibrium value. Taking an optimal
pulse width of T = w/w,, the amplitude for pq(r,t) in eq.(11)
corresponding to the fundamental frequency component is equal to
(Za/ﬂ)(ch/CphPo. Using the values of B and C. for 30 °C as
cited below eq. (18) and assuming 1 ¢m diameter of 2 water sphere
surrounded by air of 1 atm pressure, a peak SAR of Po=30kW/gm
results in a pressure wave of amplitude equal to 0.1 bar in the
water, which is 10% of the initial equilibrium pressure. This
fraction of variation in pressure will also result in at least equal
fraction of error in the linear approximation. For the one
dimensional case [2] with 4 cm length of water, which may be used
to approximate the dielectric vessel described in the previous
section, the same pressure amplitude is generated with a peak SAR
of 3 kW/gm. The above estimate is based only on the fundamental
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harmonic. Eq. (11) (as well as eq. 52 of ref. 2) shows that the
pressure amplitudes of the higher harmonics are approximately
inversely proportional to the frequency, so the sum does not
converge rapidly. Therefore the total pressure amplitude could be
much greater than that estimated with the fundamental harmonic
alone. This is indeed evidenced by the pressure measurements
described in the preceding section.

The experimental portion of this work is subject to some
limitations which merit discussion. gJhe first of these is the fact
that no measurements were made inside of the waveguide. The
reason for this exclusion was to reduce artifact due 10 direct
electromagnetic coupling. The consequence, however, is that we
have no measurement of pressure at the location where the ocular

lens specimen was placed. We presume that pressures at that

{ocation may be higher than those recorded outside of the
waveguide. Also the acoustic mode distribution in the vessel is
complex as judged by the nonmonotonic pressure attneuation with
increasing axial distance, and as evidenced by the marked pressure
gradients in the transverse plane of the vessel. Work is presently
in progress to develop a subminiature hydrophone based upon
optical transduction mechanisms which will be free of direct
electromagnetic influence. This probe will be used not only inside
the waveguide, but also in vivo for direct pressure measurements.

Another instrumental limitation of importance is the
bandwidth of the transducers. This imposes a lower limit in the
pressure wave rise time estimates. Nevertheless, the recorded
pressure rise time in PBS of 30 microseconds is remarkably fast
when compared to pressure rise times in physiologic situations. It
is also very fast compared to more common overpressure situations
due to air conducted impulsive noise or blast effectss Of course,
air conducted impulse noise is poorly coupled to internal organs
such as the ocular lens where no air path exists (this stands in
contrast to the situation of the so-called hollow viscus or air filled
space such as the lungs.) We speculate that the pressure rise time
may play a role in cellular damage that is separable from the peak
pressure. This factor may not be examined in the present series of
experiments since the exposure system is a power oscillator with
fixed rise time of ca 0.5 microseconds.

The relationship of this work to that of Otsen and Lin [8]
must also be discussed. The pressure measurements reported in
that paper were directed primarily at a determination of the
acoustic modes of the head of various experimental animals, rather
than absolute pressure and air coupling measurements as was the
case in our works This is evidenced by the fact that Olsen and Lin
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made no attempt to locate a pressure maximum. In fact, coupling
was intentionally minimized to reduce artifact. Furthermore, no
cognizance was taken of the spatial response pattern of the
piezoelectric disk transducer or its directivity with respect to
presumed acoustic generator centers. Nevertheless, a calibration
curve was provided along with the transducer output signals. The
calibration curve is somewhat difficult to interpret gdue to axis
mislabeling, but if we assume that sensitivities (decibels
referenced to one volt per micropascal) to be preceded by a
negative sign, and that opposite label is Pascals per millivolt, then
the pressure traces may be quantified. For example, the trace for
rat 2 in figure five (ref. 8) demonstrates a peak of about 200
Pascals. Since Olfsen and Lin used the same pulse width but ca 3.3
times lower peak power, their result would scale to ca 650 Pascals
(neglecting the probable underestimation of a pressure peak)s Our
results show a peak of ca 1 kilopascal towards the distal end of the
tube and much higher values as the flange of the waveguide befow
cut-off window is approached (cf. Fig. 5 of this paper). Based on
the differences in geometry and the artifact problem, the
measurements of Olsen and Lin are broadly consistent with ours,
save those near the window flange. The measurements reported
here, although confirming the coupling between the absorbing
(saline) and nonabsorbing (air) media, can not be compared to our
theoretical predictions in the case of the very high pressure values
recorded near the window flange. On one hand this may be due to
the fact that our numerical estimate is derived from only the
contribution of the fundamentai harmenic. On the other hand,
until independent confirmation of these high values can be made
with another transducer of better intrinsic decoupling from the
incident field, the highest values must remnain suspect.

The theory and experimental results presented here may
represent the microwave analog of photoacoustic spectroscopy
[9}¢ Some earlier works with microwave (X band) sources for
electron paramagnetic resonance were reported by Diebold and
McFadden [10]. They made neither measurements of coupling
efficiency nor pressure measurements in the liquid phase. Also,
the Rosencwaig-Gersho theory [9] appears to be derived from
White [11] wherein the thermoacoustic elastic transduction process
is assumed to derive from spatial inhomogeneity of microwave
specific absorptionrate.
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Recent Developments in Microwave
Medical Imagery—Phase and Amplitude
Conjugations and the Inverse Scattering

Theorem

Theodore C. Guo,* Wendy W. Guo,* and Lawrence E. Larsen?

A theoretical analysis of the local field of microwave lattice radiation source and an in-
verse scattering theorem are presented. The results are applied to a water-immersed
microwave array system for medical imaging. It is shown that, using a technique of
phase and amplitude conjugations, a satisfactory three-dimensional focusing for a tar-
get located in the neighborhood of the array may be achieved. The focusing resolutions
for transverse and longitudinal directions are approximately A/2 and A, respectively,
where A is the wavelength in the dielectric. By increasing the element spacing of the
array, the resolutions can be as good as 5.3 mm and 11.7 mm, respectively, at the operat-
ing frequency of 3 GHz. Combining the technique of phase and amplitude conjugations
with the inverse scattering theorem, the array will be able to provide a three-dimen-
sional imaging system with satisfactory resolution.

1. INTRODUCTION

The use of imagery methods for microwave dosimetric
analysis has many advantages. Chief among these are the
non-invasive nature of the data collection and the ease with
which imagery as a form of data display can be related to the
medical traditions of anatomy and pathology. In fact, a
considerable literature is being developed or: the subject of
medical applications of microwave technology in, e.g., the
cardiovascular system as described elsewhere in this volume
by Lin [1j-[13]. Nevertheless, medical imagery with mi-
crowave radiation faces a number of technical and theoret-
ical problems. Historically, the most prominent technical
problem has been the dilemma cast by the contradictory
requirements of resolution and propagation loss with respect
to the choice of the frequency of operation. When imagery
is formed by sampling the scattered fields in air, system
operation at frequencies below ca. 10 GHz produces unac-
ceptably low spatial resolution whereas higher frequencies
of operation impose excessive propagation loss [14]. Simul-
taneously, the use of air coupling in system design introduces
two additional undesirable features: multipath contamina-
tion from propagation paths exterior to the target, including
lateral or Beverage wave propagation at the air-dielectric
interface {15]; and poor power transfer between the target
and the antennas used for data collection [16]. These prob-
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search, Washington, D.C. 20012.

lems are solved by operation of the antennas in a medium
of high permittivity and loss tangent comparable to the bi-
ologic target under study. The medium of choice is water
since it provides a resolution enhancement by wave length
contraction of nearly a factor of 9 at 3 GHz [3] while simu!-
taneously the impedance match is improved and reflection
is reduced in comparison tc air coupling. Water coupled
arrays offer all the advantages of water ccupled elements
plus the enormous increase in data collection speed made
possible by electronic scanning and focusing. Additional
discussion is presented in a companion paper by Foti et al
elsewhere in this volume.

In spite of these operational advantages, water coupling
introduces its own complications. The worst of these is the
fact that the anten:as must be placed in close proximity to
the subject to reduce coupling losses. Thus, the antennas
must operate within their reactive or local zone. This is
especially troublesome in the case of array antennas since
Fresne! or Fraunhofer diffraction theory cannot be used to
effectively focus or stear the array. We address this problem
in terms of a new method for array focusing which accom-
modates not oniy local-zone operation with 3-dimensional
focus control, but also element-to-element variation in
network parameters. This method is based on a phase-
amplitude conjugation of fields sampled by the array when
illuminated by a half-space omnidirectional radiator.

The major theoretical problem in medical application of
microwave imagery is recovery of resolution in the direction
»f propagation for forward scattering (bistatic) based sys-
tems. In medical imagery from radiologic disciplines, this
is known as the tomography problem; in microwave and
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Fig. 1a. Lattice structure of the planar array of 127 elements.

electromagnetic propagation disciplines, this is the inverse
scattering problem. A brief review of the inverse scattering
problem and its historical solutions is presented elsewhere
in this volume by Boerner and Chan. We express the prob-
lem chiefly in terms of axial resolution since usable resolu-
tion is obtainable in the transverse plane for isolated organs.
Obviously, operation in vivo would require solution of the
inverse scattering problem in any case. We present a new
inverse scattering theorem which may be considered as a
generalization of the Lorentz reciprocity theorem to the case
of lossy media [19]-[21]. It is applied to forward scattered
fields in combination with the phase-amplitude conjugation
in a model data collection system which simulates the DART
(Dosimetric Analysis by Radiofrequency Tomography)
Mark 4 system under development at the Walter Reed Army
Institute of Research [2], [3}, '5)-{8}, [12]-[13].

The next section provides a brief description of the DART
system. It is followed by a theoretical analysis of the local
field of the receiving array in Section 3. Section 4 introduces
the topic of phase-amplitude conjugation and the application
to three-dimensional focusing. Section 5 presents the new
inverse scattering theorem and its use in combination with
the phase-amplitude conjugation method for image recon-
struction. The proof of the new inverse scattering theorem
is given in Section 6 and concluding remarks appear in
Section 7.

2. DESCRIPTION OF THE SYSTEM

The system is composed of two antenna arrays, one for
transmission and another for reception, submerged in a cy-
lindrical water container of about 3 feet in diameter and 3
feet high. Both antenna arrays are of hexagonal shape. The
elements are placed in a brick-staggered arrangement, cor-
responding to a planar lattice with one lattice vector at 59°
from another and 0.97 times the length (Fig. 1a). The re-
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ceiving array is composed of 127 elements whereas the
transmitting array contains 151 elements. Each element is
a short, water-filled waveguide. The cross section, 4 mm X
7 mm, is that of a degenerate ellipse (see Fig. 1b). The feed
structure consists of waveguide-to-coaxial adapter with an
insulated end feed which is shorted to the broad wall of the
waveguide as shown in Fig. 1c. This element differs from the
one described by Foti et al (elsewhere in this volume) in that
it is more amenable to series production in a monobloc array
by numerically controlled milling machines. It is designed
for fixed tuning (VSWR < 1.5) over a 1GHz band centered
on 3GHz.

At an axial distance of 5 cm or farther, the underwater
field pattern of each element in the forward direction is
similar to that of a dipole. Both transmitting and receiving
antennas are mounted in adjustable frames, facing each
other for forward scattering imagery. The target is to be
placed between the two antennas. The axial distance be-
tween the antennas and the target may be-adjusted from as
close as 5 cm to a distance of about 35 cm. Other engineering
details on water coupled antennas for medical microwave
imagery may be found in Ref. [3].

In order to compensate for the differences of the distance
from each of the elements to the target, a method of phase
and amplitude conjugations is used. That is, a factor which
includes both phase and amplitude is applied to each ele-
ment depending on its distance to each focal point [see
Section 4, cf. Eq. (25))]. Instead of applying the conjugations
to the transmitting array, which would require RF attenu-
ators and phase shifters, the conjugations are applied to the
receiving elements in the form of off-line data processing,

'ETRIC\
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Fig. 1b. Subarray in a stainless steel monobloc¢
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Fig. lc. Close view of the array element and its feed structure.
assembled (left) and disassembled (right).

1.e.. by muitiplying the received complex field amplitude for
each element by a complex factor that corresponds to the
conjugation of the phase and amplitude of the scattering
parameter Sq, [17] measured for each element illuminated
by an omnidirectional source (this will be described in detail
in Section 5). On the other hand, the phasing of the emitting
array is designed to produce a near plane-wave. Alterna-
tively, sequentially overlapping subarrays may be energized
to provide illumination of selected areas of the target.

In order to describe the application of this technique to
a water coupled microwave imaging system, a brief digres-
sion into the design of a multiplex receiver is necessary. The
receiver consists of 127 open ended waveguide elements with
127 coax lines are routed to 23 6P1T diode switches in a 3-
tier reverse corporate power divider network. This network
provides the switching to connect each receiver array ele-
ment to a harmonic converter. Two low noise amplifiers of
20 dB gain are inserted under operator selection prior to the
harmonic converter to compensate for path losses through
the coupling medium. The local oscillator for the harmonic
converter is derived via a directional coupler from a digital
synthesizer which serves as the signal source for the trans-
mitting array. The RF port of the harmonic converter is at-
tached to each element of the receiver array via the switch
matrix. The IF port returns the down-converted receiver
signal to a complex ratiometer which compares another
sample of the transmitted signal with the IF signal from the
receiver.

The amplitude and phase conjugation, therefore, includes
not only element-to-element variations in the array geom-
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etry, but also path length and insertion loss variations in the
switch matrix enroute to the harmonic converter. The
complex ratiometer provides this measurement by esti-
mating Sy; for each element over the entire RF signal path
from the source to the RF port of the harmonic converter.

The source used for the S;; measurement should ideally

Fig. 1d. A water-immersed lens antenna for receiver calibrations
is shown. This derived the measured data for phase and amplitude
conjugations to accomplish three-dimensional focusing.
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UNDERWATER CALIBRATION ELEMENT
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Fig. le. Pattern cuts from the dielectric lens calibration antenna.

consist of a 27 steradian omnidirectional radiator. One re-
alization of such a calibration source is shown in. Fig. 1d.
This design is based upon a dielectric lens. It provides a 3-dB
beamwidth of 130° in azimuth and in elevation as shown in
Fig. 1e. The measured amplitude for each element, inclusive
of its path to the harmonic converter, for a given position of
the calibration source provides the amplitude taper needed
to compensate for path losses through the coupling medium
and insertion losses in the switch matrix. That is, the needed
amplitude taper is the inverse of the measured amplitude
taper for that position of the calibration source. The needed
phase taper to insure coherent addition at each position of
the calibration source is the conjugate of the measured phase
taper. All focal spot positions are provided by translation of
the calibration source.

The calibration data set derived as described above is then
applied to the Sy measurements in the presence of a target
for each element for each focal point. In this way, the forward
scattered fields are scanned by a sensitive volume element.
The receiver array focusing takes place off-line. The array
is focused only in the coupling medium, not in the target.
The forward scattered fields from the target are differenced
from the beam pattern of the illuminator recorded at the
same plane in the absence of the target.

3. THE LOCAL FIELD ANALYSIS

In this section, the formula for the electromagnetic field in

the neighborhood of a lattice radiation source is derived. The
formula will be used to calculate the field pattern of the
antenna array and the beam characteristics. The antenna
array is treated as a localized distribution of charge and
current in a lattice structure. The following three assump-
tions are made:

Assumption 1: If d; and d, represent, respectively, the lon-
gitudinal and transverse dimensions of each array element
with respect to the direction of the point of observation, and
r, the distance from the nth element to the ohservation
point, it is assumed that, for every element. the {ollowing
magnitude comparisons are valid:

ty > deand dy, A > de. A > d%/ry, n

where A is the wave length of the microwave signal in water.
Under this assumption, the field due to each radiating ele-
ment may be approached by the dipole approximation.

Assumption 2: Mutual couplings between the radiating el-
ements are included in the local field formula to the extent
that the effect of all coupling is assumed to be identical in
every element. In other words, the difference between the
peripheral elements and the interior elements with regard
to the effect of mutual coupling is assumed to he negli-
gible.

Assumption 3: Mutual coupling between the radiating ele-
ments is linear with respect to the phase and amplitude of
the power input to the elements. Measured mutual coupling
using a Hewlett Packard 8542C Automated Network Ana
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lyzer proved this assumption to be true and demonstrated
that mutual coupling is less than —30 dB.

It is remarked that Assumption 1 is of a quantitative na-
ture, in the sense that its degree of satisfaction depends on
the degree of quantitative precision needed for the field
pattern. Although the broad dimension of each array ele-
ment is about half a wavelength in the coupling medium, it
is the actual current distribution that determines the size
of the source. Since the dominant mode (TE;¢) of the electric
field in the aperture with respect to boresight angle is known
to be sinusoidal. the effective size of the current distribution
is shorter than the broad dimension of the guide due to
center weighting. Our calibration measurement shows that
the field of each individual array element resembles that of
a dipole, indicating that this assumption is valid for the
system. It will be made clear where this assumption, as well
as the other two assumptions, enter into the derivation, so
that the percentage error of the derived quantities may be
determined.

To derive the local field formula. consider a localized
charge density. p. and current density. J. distributed in a
space region V. For an antenna in a free space, V indicates
the space occupied by the antenna array, as well as its ac-
cessories. Without losing any generality, monochromatic
time-variation is assumed, so that

p(x.t) = p(x)e 1t

and 12)

Jek0 = J(kle 1,

Accordingly, all other field quantities resulting from p and
J also vary with time monochromatically. Auy other time-
variation can always be obtained by superposition of
monochromatic waves. From Maxwell's equation, the vector
potential at any point outside of V is given by, in the
Gaussian system of units [18],

A f J(_,)exp(1k|x—

% - %

%)

dx’, (3)

from which one obtains the magnetic induction B and elec-
tric field strength E:

B(X) = v X A(%) (4)

and
E(x) = - v X B(x), (5)

where k is the magnitude of the wave vector in the medium.
For water, k is a complex quantity k; + ik, where k; is equal
to 2m times the inverse of the wave length and k; is the in-
verse of the distance over which the field is attenuated by
a factor of e = 2.72 (equivalent to a power loss of 8.7 dB). At
an operating frequency of 3 GHz in water, the values of k;
and k; are

k; =5.5cm~! and kg = 0.44 cm™1, (6)

» 1 T — ‘_H—v)
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The current-charge volume, V, is divided into a number
of subvolumes, each denoted by V,,, which represents the
space occupied by the nth radiating element. Let %, be the
center of V,, and denote by J, and p,, respectively, the cur-
rent density and the charge density in V,, with respect to its
center, then

Ja(x) = 3% + %,) and pa(%) = p(% + %,,). ()
Clearly, Equation 3 may also be written as:

Kl — %
explik|x xl)d)‘(

- N 1.
Ax) = 3 = J(X) (8)

n=1{ /n C |x - i,l
Making the change of variable X’ - » %,, + %', where the new
%’ is a vector from the center of each element to the volume
dx’, which is identical for every n and thus may simply be
regarded as a vector in V, using Eq. 7. Eq. 8 becomes
A= ¥ Lgan SREE X DX,

n=1 JVi ¢ [(x = %30 = %7}
Note that each integral in the right hand side of Eq. 9 is the
same as that in Eq. 3, except that x is replaced by x — X, and
the space of integration is over only the center element, V.
instead of the entire array, V. Therefore, even though the
observation point is in the neighborhood of the array, as long
as |X — X,| = 1 is much greater than the size of each array
element, d. one may expand the integrand in Eq. 9 in powers
of X'/ry (note that |x’| < d).

So, denote by ¢ and %,’, respectively, the longitudinal and
transverse components of %', i.e.. the projections of X" in the
directions parallel and perpendicular to x — %, then

1 N
it',=_["(/"5‘_in)“i_x“) (10)
Inl
and
x(=——;[x X % = %p)] X (X — %) (11
Tn
Define
X = |xefox = &) (12)

Then one has the identity

% = &n = %] = (£ = x¢)2 + x/2]172
or (13)
Ii—i—;1=r xﬂ[ _x/rp)2 Ji2
N (1~ Xp /r,,)"’

Under Assumption 1, x,’/r,, and ¥,"/r, are both small quan-
tities. So expand |% — %, — &’| and oul:er functions of it in
powers of x¢'/r, and x,'/r,, then the following series result:

l2 2
L e
rn 2ir, 2irg/\r,
\2 A2 \2
e ol () ae
Tn Tn Tn
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As to the factor exptik|x — X, — x'|). its expansion depends
not only on the relative magnitude of r, and d, but also on
the magnitudes of kr, and kd. If the real part of kd is small,
which is valid under Assumption 1, then, except for the first
term, every term on the right hand side of Eq. 14 is much
smaller than 1. The exponential of the series then gives

explik]x — x, — X’|) = explikr)(1 — ikxe +...). (16)

Combining this expansion with Eq. 15. the integrand of Eq.
9 becomes
_explik|x — %, — x|

1
- Atk — -
¢ |x — % ~ %'|

1 explikry) x¢ .,
= ALLJn(x') {1 +=5 —ikxe + . ] {17)
C n In
Substituting the leading term on the right hand side of Eq.
17 into Eq. 9, an approximation for the vector potential is
obtained as

. N 1 explikr,) g
Ay = 3 Lexelkr) f Ja(3)d%. (18)
n=1¢C n Vi
It can be shown that the integral in the right hand side is
proportional to the total dipole moment. py, of the array
element v,
J Ja(x)dx’ i
= e x x = —
ck Jv, " ck Jv,
where the dipole, pq. is defined as the moment of the charge
distribution of the nth radiating element with respect to its
center:

P JEOHAR. (19)

Br = j: Fp(x)dx. (20)
1

Therefore, the vector potential may also be written as
N . N —ik|x — x,|)
A = —ik 3 py XPIKIX = Xal),

— (21}
n=1 Ix_xnl

which is the field due to N radiating dipoles.

Assumptions 2 and 3 are now applied to Eq. 21. Noting
that all elements have the same geometry, the only factors
that could contribute to different values of p, for different
elements are the input power and phase and the differences
in the current-charge distributions due to mutual coupling.
Under Assumption 2, the last factor is assumed to be negli-
gible, and, under Assumption 3, p, must be proportional to
the input phase and amplitude factor. Therefore pI,C,, may
be substituted for py, in Eq. 21, where p is the dipole moment
for each radiating element at a certain standard input, [, is
the illumination factor for the nth element, and C, is a
complex factor representing the phase and amplitude con-
jugations. I, is used as a controlling factor to modify the
mainbeam shape. Equation 21 then becomes
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- .N eklx — %

Ay = —-ikp ¥ 1,C, —‘——‘ (22)
n=1 |X - xn'

The electric and magnetic tields may be obtained from the

above equation by applying Egs. 4 and 5 on A(x). Again

applying Assumption 1, the results are

% — X, explik|x — x,]) 23}

- N
B(x) = —k*p X ¥ I,Cn-

n=1 |x—in| |5(—Xn|
and
. N X — X
B = k2 3 1,C, (f) ==
n=1] Ix_xnl

% — %, explik]x — &,])

P R (24)
[ = %a| % = %n]

The definition of the quantities in Equations 22 through
24 are summarized below:

A = the vector potential, in the Gaussian system of
units

the magnetic induction, in the Gaussian system of
units

the complex number representing the phase and
amplitude conjugation for the nth radiating ele-
ment (see next section)

the electric field intensity, in the Gaussian system
of units

the illumination factor for the nth element: this
factor is used to control the beam shape (see next
section)

the complex number representing the magnitude of
the wave vector of the radiation in water; the
values of its real and imaginary parts for a 3 GHz
radiation are given in Equation 6

= a subscript denoting the nth radiating element

the total number of radiating elements in the
array

the dipole moment of each radiating element at a
standard phase and amplitude input (e, for 1,
and C, being unity), in the Gaussian svstem of
units

the vector representing the observation point with
respect to the center of the array

%, = the vector representing the center of the nth ra-

diating element with respect to the center of the
array.

o ef}
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4. PHASE AND AMPLITUDE
CONJUGATIONS AND THREE-
DIMENSIONAL .OCUSING

The field patterns presented in Egs. (22 -25) depend on the
set of factors {[,Cyl. In this section we introduce a formula
for assigning the values of C, to provide a maximum relative
field at a desirable focal point. The idea is that, if one wishes
to focus the field of the arrav at a point. sav, X, one can
maximize the field at that point by appiving a phase and
amplitude taper which compensates the propagation loss
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Fig. 2a-2c.

Relative amplitude of the vector field in the surface
z = 7 cm with phase and amplitude conjugations focused at ¢ =
(0,0, 7) cm. The element spacings are (a) AX = 0.381 cm and AY
= 0.635 cm, (b) AX = 0.762 cm and AY = 1.270 cm, (¢) AX =
0.990 cm and AY = 1.650 cm. The 3 dB widths of the main-beam
in both x- and y-directions are as indicated.

and phase differential from each array element to the focal
point. Thus, to focus the main beam at the point %y, the factor
C, is assigned as

C,=|%~ inlexp(—iklif — %n|). (25)
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Figs. 2d-2e. Relative amplitude of the vector field in the surface
z = 7 cm with phase and amplitude conjugations focused at ¢ =
(4,3, 7) cm. The element spacings are (d) AX = 0.762cm and AY
= 1.270 cm, (¢) AX = 0.990 cm and AY = 1.650 cm. The 3 dB
widths of the main-beam in both x- and y-directions are as indi-
cated.

Noting that k is a complex number, the exponential factor
in the above equation includes a phase factor and an am-
plitude factor to compensate for the absorption by the cou-
pling medium. For this reason, we call C,, the phase-ampli-
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Figs. 3a-3e. Relative amplitude of the vector field in the yz-plane
at x = 0, with focusing and element spacings corresponding to

tude conjugation factor. The factor I, in Eqs. (22-24), which
is called the illumination factor, may be used as additional
leverage to provide optimal resolution and minimize the side
lobes.

For a planar array of N X M radiating dipole elements,
Eqs. 22 and 23 may be written as

- N M
AR®) = _lkb Z Z Inanm (26)
!

a=lm= & — ¥,

BW = (0.70, 1 82) cm

L2 X = 0990
1 Y = 1650
X; = 40

those in Figs. 2a-2e. respectively. The 3 dB widths of the main-
beam in both cm y- and z-directions are as indicated.

and

Com = Iif - inm|exp(—ik|ir - Xnm|)» (27)

As we shall see below, the phase-amplitude conjugation
as presented in Eq. (25) does not make the field peak at ex-
actly the point %;. This is simply due to the fact that we are
in the local field region. For the array structure described in
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1 Section 2, the main lobe beamwidth is minimized when I,
is taken to be a uniform illumination.

Now we present some result of the field patterns using the
phase and amplitude conjugations. Oniy the absolute value
of vector potential and the corresponding field character-
istics are presented here. The structure of the array lattice
is illustrated in Fig. 1a, and the equations used are (26), (27}

X {cm}

Figs. 4a-4e. Amplitude contours of the vector field in isodecibels corresponding to the ca~es indicated in Figs. 2a-2e respectively.

and (6), with illumination factor Inm = 1, and polarization
taken to be in y-direction. In all the figures, the plane of the
array is taken to be the xy-plane and the z-axis is perpen-
dicular to the array plane and pointing to the forward di-
rection. In the following discussion and in all figures, the
phrase “mainbeam” is used in reference to field character-
istics of the 3-dimensional focal region. Figures 2(a) through
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Figs. 5a-5¢. Amplitude contours of the vector field in isodecibels corresponding to the cases indicated in Figs. 3a R¢ respectively

2(e) show various field patterns with different interelement
spacings in the transverse plane at an axial distance of 7 cm,
which is also the axial distance of the desired focal point.
Similarly, Figs. 3(a) through 3(e) are the longitudinal field
patterns at different interelement spacings and focal points.
The corresponding 3-dB full mainbeam width is given on
each figure. Note that Figs. 2(b),2(c) and 3(b),3(c) are for the
array with lattice structure shown in Fig. 1a. Figures 2(d)-
,2(e) are for arrays that are similar to the one shown in Fig.
1a, except with different lattice spacings. Figures 2(a) and

3(a) are for the same size array as shown in Fig. 1a but with
419 instead of 127 elements. Figures 4 and 5 are the corre-
sponding pictures of Figs. 2 and 3, and plotted in isodecibel
field contours. For easy comparison, the beam characteristics
of these figures are tabulated in Table 1. These data show
that larger interelement spacings result in narrower 3-dB
beamwidths and more accurate focusing; however, larger
interelement spacings also bring grating lobes closer to the
mainbeam. This result demonstrates that, with respect to
beamwidth reduction, the array size plays a more important

7 .
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Table 1

ARRAY BEAM CHARACTERISTICS OF THE FIELD
PATTERNS AT 3 GHz

FOCAL POINT | ELEmMENT SPACING | PEAK AT Z=7| PEAK AT X=X¢ BEAMWIDTH AT Z=7 | BEAMWIDTH AT X=X
(x y 2z} em {dx dy) cm (x vy z) em| (x v 2) cm (dx dy) cm (dy dz) cm
007 .381 .635 007 0 6 .60 .60 .81 2.83
007 762 1.27 007 0 6 .60 .60 .50 1.60
007 990 165 007 0 0 65 53 53 .20 1.17
4 3 7 762 127 4 37 4 275 6.25 .74 .67 .80 1.87
4 3 7 900 1.65 4 3 7 4 3 65 .60 .60 .70 1.82

role than the number of elements. The resolutions of 14\ in
traasverse direction and 1A in longitudinal direction can be
achieved with che use of phase and amplitude conjugation.
Note also that the peaks along z = 2.5 cm shown in Figs.
3(a)-3(e) and Figs. 5(a)-5(e) are due to the single element
that is closest to each of these peaks. As the distance becomes
so close to an individual element, the coherent addition from
other elements i1s negligible in comparison. As long as the
target is not closer than 3 cm from the array, these peaks will
not cause any problem for actual applications in microwave
imagery.

5. THE INVERSE SCATTERING
THEOREM AND ITS APPLICATION
TO IMAGE RECONSTRUCTION

The objective of all inverse scattering problems is to recon-
struct the target from the scattered field. From Maxwell's
electromagnetic theory, if one knows the field evervwhere
in space, the polarization charge-current distribution of the
scattering source can be derived completely. However, in
practice, one can only measure the scattered field at a limited
number of points in space which are often confined in a small
region. The question is then how much information on the
scattering target one can infer based on a limited knowledge
of the scattered field. Here we present a theorem [8]. which
is indeed a generalization of the Lorentz reciprocity theorem
[19]-]21], and show that it can provide a good facility in
answering the above question.

In this section we shall state the theorem and describe its
application to microwave biological imaging, and leave the
details of the proof to the next section. Consider a dielectric
target immerged in a homogeneous and dissipative medium
of dielectric constant ¢, and dielectric susceptibility x,,
thoth are complex numbers). Let x (%) describe the dielectric

susceptibility of the entire system, including the homoge-
neous medium and the target, so that x — x, is null outside
the target. [t is assumed that there is no free charge or cur-
rent distribution (including ionic charge and current) in the
target or the medium, and that both have the same homo-
geneous magnetic permeability p,,; however, we remark that
the theorem may be generalized to include free charge-cur-
rent and magnetization. Let the target be illuminated by a
plane wave Ej, of frequency w/2x, which induces electric
polarization P in the target and produces a scattered field
Eacau- Let Jw be some weighing function and Ay be the cor-
responding field derivable from Ju in the same way as the
“ector potential is derivable from a current density. More
precisely,

- 4 o
(V2+ kDA, = — —E™ (28)
¢
or its reverse equivalence,
. tkmfx-&'}
) hJ,(i’)di’. (29)

Then the inverse scattering theorem may be stated as
below:

o

c2

Vo,

mém
2. o
+ aJﬁ]dx = [ ffdu-Euaudt (30)

where kg, defined as /g pemw/c, is the complex wave num-
ber in the homogeneous medium, and p, and J, represent the
equivalent charge density and its time derivative, the current
density, due to the polarization of the target in excess of the

homogeneous background polarization:
X~ Xm 2

. -~ xmOP
P.j - X~ XmoF
X X ot

No=—v (31)
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As we shall see in the next section, p. and .J_are indeed the
source of the scattered tield.

This theorem is more general than the Lorentz reciprocity
theorem {19}-[21] since d,,. as well as the associated vector
field Ay, is onlv a weighing function. They need not be
physical quantities; for example. J, needs not satisfy the
equation of continuity and A,, needs not satisfy the Lorentz,
gauge condition {or any alternative gauge). The proof of this
theorem is based on the fact that the medium is dissipative
and therefore a Hilbert space may be defined in which all the
differential operators involved may have their Hermitian
conjugations defined. The great facility of this theorem in
applications to image reconstuction lies on the flexibility of
choosing the weighing function Ju. I the scattered field Eo.,
1s measured at a set of spatial points 1X,,{. which are the lattice
points of our receiving array, and if, say, only the y-polar-
ization is measured, then the weighing function Jutx) mayv
be chosen to be only in the v-direction and to be a discrete
distribution over the points {X,{. It then follows from Eq. (29)
that the resulting weighing vector potential Ay (%) will also
be in the v-direction. One may further adjust the phases and
amplitudes of Ju(%,) to optimize the weighing potential
A,(%) at any desired point of the target. It was shown in the
previous section that applying the phase and amplitude
conjugations to a transmitting array could provide a 3-
dimensionally focused radiation in the neighborhood of the
arrav. For imagery application with an incident plane wave,
this technique may be applied to the receiving arrav to
“focus” the weighing potential. Thus, by setting J, (%, to
be the phase and amplitude conjugation factor, one may
make A, (%) negligibly small inside the target organ, except
for a sharp peak near any desired point, say Xy, which we shall
call the focal point. Note that, since p, vanishes outside the
target region and so the integration in the left hand side of
Kq. (30) is limited to only the target region. Ay(X) may as-
sume any value, however large, outside the target region.
Then the right hand side of Eq. (30) is obtainable from the
measured data, whereas the integration on the left hand side
is dominated by the integrand at the focal point.

It 1s emphasized that the “focusing” described above does
not involve active focusing of the transmitted microwave
energy on any point of the target. Rather. it is simplv a
mathematical management of the measured scattering data
so that the retrieved information of the dielectric property
may be “focused” on a desired point inside the target. In this
sense, it may be considered as a focusing of the receiving
array. Since one microwave exposure of the target will pro-
vide N samples of the complex scattered field. where N is the
number of receiving elements, it is then theoretically possible
to retrieve N ectimates of the spatial distribution of the
complex dielectric properties of the target by optimal
management of the measured data. The inverse scattering
theorem described above is to provide a basis for such pur
pose. We shall discuss in Section 7 the maximum limit of
retrievable information from a single exposure of microwave
radiation.

To express this imagery application more clearly, we set
Jul®) = 28k ~ %,)9J, and substitute Eq. (31) for p.and .
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in Eq. (30, then replace 0°P/ot? by —w’P and perform
partial integration on the first term on the left hand side.
Noting that A, vanishes at infinity, one then gets

c

SIS |-t A (v X tn ,»,)
X

(m#m
+ Ky 2A, XA f’]di =3 JK (k)
X n
With the discrete distribution of J.(x). Eq. (2% reduces
ta

. vl .
:\“‘X’ = \,_ T ()xp“km‘)( - \'I\‘) s

n 1% = %4
which is similar to the vector potential produced by aset of
dipoles as given by Eq. (223, Ta obtain the dielectric intor
mation at any given point %y inside the target from the
measured scattered field at the points |x,l. one sets J in the
right hand side of Eq. (32) to be the phase-amphtude con
jugation factor:

n

Jalxp) = (c/pmd | % = 4| - expl—ik|x, — x,]) REY

RBased on the phase-amplitude conjugation discussed in the
previous section, the resulting Ay, (X) has a sharp peak a1 %,
and is otherwise negligible in the target region. Owing to the
factor x — xm» which vanishes outside the target region. all
sidelobes of A (%), however large, which lie outside the target
region will not contribute to the integral on the left hand side
of Eq. (32). The main contribution of the integral is the -
electric characteristics of the target at the point Xy, which i~
then equal to the weighted version of the measured values
2 ndnEcar(Xa). For this reason we refer to the point % as &
focal point since, by Eq. (32), the sum of the products of the
conjugation factors and the measured scattered fields.
2 dnEoantXa). “focuses” the result to the dielectric polar-
ization at the point X inside the target. By scanning the
vector Xy in Eq. (34) through the target region, one then
reconstructs an image of the target. The response peak in
A% at the “focal point” determines the spatial resolution.
and the flat response of A,(x) within the target elsewhere
contributes to ana'vtical interpretation of the imagery {7}
The size of the target is limited by the locations of the grating
lobes. since these grating lobes will not contnibute to the
integral on the left hand side of Eq. (321 as long as thev are
outside of the target region. Another method to reduce the
grating lobe interference is to limit the illumination region
sa that the local field is negligible in the grating lobe region.
For a larger target, this will require dividing the tarzet into
smaller illumination regions.

6. PROOF OF THE INVERSE
SCATTERING THEOREM

Our first approach in proving the theorem is to separate the
target from the surrounding homogeneous medium so that
the scattered field mav be considered as due to a locahzed
charge -current source. We shall consider the entire svstem
to be a superposition of a distnibution of dielectnie suscep

" -— ‘T—vv)"*'
s
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tibility x(%) ~ Xm and a homogeneous medium of dielectric
susceptibility xm; thus x — X may be considered as the
excess susceptibility of the system over the homogeneous
background. Since the medium is homogeneous, the prop-
agation of the scattered field is then governed by a set of
Maxwell equations similar to that in free space except that
the free space permitivity and permeability are replaced by
that of the homogeneous medium. Using the notations and
assumptions that were described at the beginning of the
previous section, the Maxwell’s equations for the total field
(E, B) may be written es

v-(1+4rx)E=0

1 _ +4 E
1 oxp-UFimdoE (35)
Hm c ot
v-B=0
vxE+12 oy
¢ ot

In order to separate the source of the scattered field from the
homogeneous background, we transport all quantities in-
volving excess dielectric susceptibility to the right hand sides
of the above equations, so that the left hand sides resemble
that of the Maxwell equations in free space. The results are,
with the definition of p, and J, given by Eq. (31):

€mV . E= 4mp,

1 . ¢nmoE 4
L oxp-mE _dry (36)
m ¢ ot [
v-B=0
vxE+l—°—Q=
c ot

where ¢, = 1 + 47Xy is the dielectric permitivity of the
homogeneous medium, and P = xE is the electric polariza-
tion in the target. Replacing the total field (E, B) in Eq. (36)
by the sum of the incident wave and the scattered field, since
the incident wave satisfies the homogeneous (viz. sourceless)
version of Eq. (36), one finds that the scattered field satisfies
exactly Eq. (36). Denote the scattered field by a subscript
s, one then has

€nV - Es =4mp,

1 _ OB, 4w -
— g xB - = 215 (37
Um c ot C
V'Bs=
v X +1°B’=0
c ot

Thus the scattered field alone may be considered as that
produced by the localized charge-current density (p,, J5).

Due to the dissipation of the medium, the electromagnetic
field vanishes exponentially as (%[ -+ . Thus it is possible
to define a Hilbert space in which the electromagnetic fields
and charge densities are vectors. We definc the scalar
product between any pair of vectors (f, g) as the integral over
the entire space:
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5§ (g,

which exists owing to the fact that f and g diminish expo-
nentially as || — «. With this definition, all differential
operators involved in the Maxwell equations as well as all
derivative equations may have their Hermitian conjugations
defined. 1t is based on this fact that the inverse scattering
theorem can be proved. For mathematical simplicity, we
shall prove the theorem using the Hilbert space notations.
Noting that the Hilbert space product combined with the
hermiticity of linear operators is equivalent to integration
by parts involving differential operators, the proof may also
be made equivalently in conventional differential equation
form.

We shall now derive the inverse scattering theorem from
Eq. (37). First note that the third and fourth equations of
Eq. (37) show that the scattered electric field and magnetic
induction are derivable from a pair of scalar and vector po-
tentials (s, A,), which shall be called the scattered poten-
tials:

B,= v xA,
- ) -
E,= —v¢, — z oA /ot (38)

The relationships of Eq. (38) still leave another degree of
freedom on the choice of the potentials. We shall use the
conventional choice of Lorentz gauge condition

v.A, 4 otndh_, (39)
c ot

Then, from the first two equations of Eq. (37), the _scattered

potentials satisfy the wave equation with p, and J; respec-
tively as the source:

(V2 + k2o, = —4mpy/em

(V2 + kp2)A, = — ix Hends (40)
C

where k2 = (w?/c2)umem and we have replaced o/0t by
—w.

To facilitate our proof of the theorem, we shall denote by
|As) and |J,) respectively the 4-dimensional potential and
the 4-dimensional current density:

c
" Ps

- ¢s = €m
IAs) = (A,), IJa) }l.mjs

Also denote by K, the 4-dimensional Helmholtz operator
associated with kp:

10
Kmn=(92 4+ kp?) (0 I) (41)
Then Eq. (40) may be expressed as

4
KmlAl) = ——"lJ.) 142)
C
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To express the relationship between the electric field and
the vector potential, we define the 4-dimensional E-
vector,

0
|E) = (E) (43)

and the 4-dimensional S-operator and its hermitian conju-
gate,

Eka -g E(km‘l)t -
w
Sm = » St =~ (44)
w -
-v —1i -v =1
[

Then the second equation of Eq. (38) may be expressed as
[Es) = Sm|As) (45)

Note that the above equation actually represents two rela-
tionships: the scalar component is equivalent to the gauge
condition Eq. (39). and the vector condition gives the electric
field in terms of the potentials. Since the operators K, and
S commute with each other, operating both sides of Eq. (42)
by 3, vields the wave equation for |E):

4 4
KnlE,) = ——c’-'-smw —{lm (46)

which shows that Sp,|Js) may be considered as the source of
| Eq) as much as the current density |J,) is the source of the
potential |A,), therefore we denote it by |F;). By the equa-
tion of continuity v-J, — iwp, = 0, we then have

. 0
[F) - Smlds) = i (47}
[ O
- L ogp, - B
€m ¢ ot
So far we have rewritten all electrodynamic equations for
a dissipative medium in their Hilbert space representations.
To complete our description of the Hilbert space, we define,
for any vector |F), a complex conjugate vector |F) which
corresponds to the complex conjugate in the X-representa-
tion,

(x|F) = (x|F))*

Also, given any pair of 4-dimensional vectors |F) = (f, F)and
|G) = (g, G), their Hilbert space scalar product is defined
as

(FIG) = {f f (fg + F* - G)dk

With these Hilbert space representations, the proof of the
inverse scattering theorem becomes rather straightforward.
Let |J,) be any 4-dimensional vectot, and |Ay) be the 4-
dimensional vector derivable from |dy ) in the same way as
|As) is derivable from |J,). That is,

4
KnlAw) = - f [dw) (48)
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|Jw) and JA,) are weighing vectors which satisfy only the
wave equations, but not the equation of continuity nor the
gauge condition. So they are not physical quantities. For
instance, the weighing current |J,,) may be a point function
with only the vector component, viz., a delta-function cur-
rent in space without charge density. From Eq. (41), the
complex conjugate of Ky, is equal to its hermitian conjugate,
therefore the complex conjugate of Eq. (48) gives (Km)'|AL)
= — 4n/c|J,), where t denotes the hermitian conjugation.
The hermitian conjugate of this equation then gives (AW Km
= (Jwl(—47/c). Taking the scalar product of both sides with
|Eq) and utilizing Eq. (46}, it then gives

47 _ 4
3T JuIE = (BulKmlE) = — = (Bu[F0)
ly C

Therefore
(AwlFo) = (JwlEs) (404

which is the Hilbert space form of the inverse scattering
theorem. Take }.J,) to be (0, J, (%)), so that the scalar com-
ponent of |A,,) also vanishes, then, with the aid of Eq. (47).
the above equation gives the inverse scattering theorem
stated in the previous section. viz., Eq. (30).

One may wish to express Eq. (49) in a more symmetric
form. such as one invoives |J) and |E) in both sides of the
equality. To do this, we first replace [F,)} in the left hand side
of Eq. (49} by Siu|J,), as defined in Eq. (47). then Eq. (491
hecomes

(Aw|Smlde) = JulEo 1A

If we also define a weighing electric field |E, ) in the same
way as 4 physical electric field is related to the vector po
tential through Eq. (45), then |E,) = S,|A.). Taken its
complex conjugation followed by hermitian conjugation. this
relationship gives (Aw](Sm)*t = (Eu|. From Eq. (44) one segs
that (Sy,)"* differs from Sy, by having opposite signs in all
off-diagonal elements while being equal to S, in all diagonal
elements, therefore the left hand side of Eq. (50 is not equal
to (Ew|Js). as what would have been expected from a sym-
metric expression. Therefore we define another field {Fw
= (S;) '] Ay), so that its hermitian conjugation followed by
complex conjugation is (Ey| = (A.|Sm. Then Eq. (50} may
also be stated in the following form:

(Bulde) = (JuEo (51

It is remarked that, while |Aw) may be considered as the
potential due to the source current density }Ju). neither
|Ew) nor [Ey) defined above has a parallel analogy. From Eq.
(43), a paraliel analogy would require that the scalar com
ponents of {E,,) and |E,,) vanish. But, since | Ay} may not
satisfy the Lorentz gauge condition, the scalar components
of Sm|Aw) and (S;)°t[As) do not vanish.

Equation (51) appears to be similar to the Lorentz reci-
procity theorem as expressed by Carson {19]-{21]. The dif-
ference here is that |J,) and |E.) are only weighing func-
tions and they need not be physical quantities. Therefore
this theorem may be considered as a generalization of the
reciprocity theorem. The theorem is valid only if a Hilbert

o
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Figs. 6a-6b. Comparison of the electric fields in the 2 = 7T cm
surface generated by a planar array and a volumetric array, with
the phase and amplitude conjugation focusing on the axis at 7cm
from the center of the array. (a) For a system of 5 parallel arrays
spaced at 1 cm from each other, the 3 dB main-beam width and

space may be defined in which the fields, the sources, and
the weighing functions are Hilbert space vectors, which is
the case when the propagation medium is dissipative.

7. REMARKS AND CONCLUSIONS

Three main topics have been presented in this article: (1) an
instrumental and hardware description of a microwave array
svstem being developed for medical application, (2) the
phase and amplitude conjugation technique which may be
used to actively focus a transmitting microwave array or,
with the help of the inverse scattering theorem. to passively
focus a receiving array; in either case, it may achieve a 3-
dimensional focusing in the neighborhood of the array, and
(3) an inverse scattering theorem on retrieving information
of a scattering target from limited data of the scattered field,
which, if applied in conjunction with the phase and ampli-
tude conjugations, may provide an optimal 3-dimensional
imaging from one sampling of the scattering field measured
by a receiving array.

On the quality of 3-dimensional focusing using the phase
and amplitude conjugations, we have presented several re-
sults graphically. Summarizing these results, the following
conclusions may he drawn:

1. Using the method of phase and amplitude conjugations,
one may achieve a satisfactory degree of 3-dimensional fo-
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the mainbeam to first sidelobe ratio in the (x, y} directions are
respectively, (0.56, 0.82)cm and (24, 18)dB. (b) For a planar array,
the 3 dB main-beam width and the mainbeam to first sidelobhe
ratio in the {x, y) directions are respectively. (0.64, 0.82)cm and
(10, 16)dB.

cusing in the neighborhood of radiation sources in a lattice
structure. There is a slight shift of the peak point of the field
from the intended focal point as defined in the phase-am-
plitude conjugation factor. The shift, as outlined in Tabie
1, generally points toward the center of the array. This should
not pose any problem for practical applications since it can
be calibrated.

2. Upon applying the phase and amplitude conjugations,
the field patterns and the beam characteristics in the
transverse direction appear to have similar dependency upon
the lattice structure and the array size as that of a Fraun-
hofer field. Thus, the transverse beamwidth becomes nar-
rower as the element spacing increases, at the expense of
more grating lobes. Interestingly, this behavior also applies
to the longitudinal beamwidth. Therefore, for a smaller
target, it is possible to improve the resolution further by
increasing the element spacing, as long as the target does not
extend to the region covered by grating lobes. Alternatively,
the regions covered by the grating lcbes may be excluded
from illumination by active control on the transmitting
array.

3. Along the longitudinal direction, the field patterns and
the beam characteristics using the phase and amplitude
conjugations differ considerably from that of a Fraunhofer
field. A Fraunhofer field is invariant in the longitudinal di-
rection except for the inverse-square dependence, whereas
a local field under phase and amplitude conjugations has a
diffraction structure in the longitudinal direction, as well as
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in the transverse direction. Therefore some degree of fo-
cusing of the local field along the longitudinal direction may
be achieved using the phase and amplitude conjugation
technique. It must be remarked that, as the axial distance
increases, the sensitivity of longitudinal focusing to the
phase-amplitude conjugation decreases. Our analysis of the
field pattern for focusing at 30 cm axial distance indicates
that the conjugation factor is totally overcome by the ex-
ponential attenuation. However, the transverse focusing
remains good even at this axial distance.

4. If all array elements may be represented by parallel
dipoles, then clearly the vector potential evervwhere must
be polarized in the dipole direction. However, in the local
region, the electric field will still have strong polarization
dependency. This polarization dependency is reduced as the
axial distance increases, and, at an axial distance of 30 cm
and beyond, the electric field is highly polarized in the di-
rection of the source dipoles [13].

The 3-dimensional resolution and the allowable target
volume may further be optimized by varying the lattice
structure and the element spacing of the receiving array.
However, based on information theory, there is a theoretical
limit on the ratic of the target volume and the resolution. If
the total number of the array elements is N, then each
sampling of the scattered field provides an information
equivalent to 2N real numbers, where the factor 2 accounts
for the measurements of both phase and amplitude. The
value 2N is the maximum information one may expect from
the image reconstruction. The theoretical limit of the 3-
dimensional resolution from each sampling of the scattered
field may then be described by the equation:
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volume of the target

<< f) fi)

volume of the focal region ~ 2N (92)
Therefore, if the target is smaller, the resolution mav be
further improved without increasing the number of ele-
ments. For example, for the enlarged interelement spacings
corresponding to Figs. 2c and 3¢, the resolution is improved
to about half-wavelength transversely and one-wavelength
longitudinally.

It is possible to acquire more target information. and
thereby improve the three-dimensional resolution. by
making multiple views from different angies with respect to
the direction of the incident wave as suggested by the models
of diffraction tomography. Multiple views at different ranges
from the target for a fixed transmitter position are also
possible; however, analysis of such a voiumetric synthesis
due to the superposition of parallel planar arrays discloses
that such an approach may be of limited value, because much
of the information contained in parallel samples of the
scattered field are redundant. Figure 6(a) shows the field
pattern of five parallel arrays separated at 1 ¢cm from one
another. Comparing to the field pattern of a single array as
shown in Fig. 6(b), the five-array system provides slightlv
narrower main-beam width and smaller grating lobes.
However, the difference may not repay the minimum of five
times the data acquisition and data processing time.
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